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Single-Input-Multiple-Output-Model-Based

Independent Component Analysis∗

Tomoya Takatani

Abstract

Blind source separation (BSS) technique using independent component anal-

ysis (ICA) for acoustic signals has been developed over the last decade. This

technique assumes that the source signals are mutually independent, and can

estimate the source signals from the mixed signals without a priori information.

Thus, this technique is highly applicable in high-quality hands-free telecommuni-

cation system. The conventional ICA-based BSS method is a means of extracting

the independent sound source signals as the monaural signals from the mixed sig-

nals observed in each input channel, and the separated signals include arbitrary

spectral distortions. Consequently, they have a serious drawback in that the sep-

arated sounds cannot maintain information about the directivity, localization,

reverberation, or spatial qualities of each sound source. These problems prevent

any BSS methods from being applied to binaural signal processing or high-fidelity

sound reproduction system.

In this thesis, firstly, in order to solve the above-mentioned fundamental prob-

lems, we propose a new ICA algorithm, which is called Single-Input Multiple-

Output (SIMO)-model-based ICA (SIMO-ICA) with least squares criterion (SIMO-

ICA-LS). Here the term ”SIMO” denotes specific transmission system in which

the input is a single source signal and the outputs are its transmitted signals ob-

served at multiple sensors. SIMO-ICA-LS can separate the mixed signals, not into
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monaural source signals but into the SIMO-model-based signals from indepen-

dent sources as they are at the microphones. The experimental results revealed

that the performance of the proposed SIMO-ICA-LS is superior to that in the

conventional ICA-based method.

The SIMO-ICA consists of multiple ICA parts and a fidelity controller. In

SIMO-ICA-LS, each of the ICA parts are driven by information-geometry theory,

whereas the fidelity controller is based on the least squares criterion which is a

different class of criterion from the information-geometric metric. Due to the

mismatch between two kinds of criteria, there is an inherent disadvantage in that

an additional balancing parameter is needed, but the parameter is very sensitive

to the convergence in the iterative learning. To solve the above-mentioned funda-

mental problem, we newly propose an SIMO-ICA algorithm with an information-

geometric learning algorithm (SIMO-ICA-IG). In this method, all of the proce-

dures for optimization of the separation filters are conducted by the information-

geometric learning algorithm. The experimental results reveal that the perfor-

mance of the proposed SIMO-ICA-IG is almost the same as that of the previously

proposed SIMO-ICA-LS. In addition, it is confirmed that the internal parameter

setting in the proposed SIMO-ICA-IG does not depend on the source signals’

properties, unlike that of SIMO-ICA-LS.

Finally, in order to apply the SIMO-ICA algorithm to the blind decomposition

problem of mixed binaural signals, we propose a self-generator for initial filters

(SG) of SIMO-ICA. Although the above-mentioned attractive feature of SIMO-

ICA is beneficial to the binaural sound separation, the original SIMO-ICA has

a serious drawback in its high sensitivity to the initial settings of the separation

filter. In the proposed SIMO-ICA with SG, SG functions as the preprocessor of

SIMO-ICA, and thus it can provide a valid initial filter for SIMO-ICA. The exper-

imental results reveal that the separation performance of the proposed method is

superior to those of the conventional methods.

Keywords:

blind source separation, independent component analysis, SIMO-model, high-

fidelity, binaural signal

ii



Single-Input-Multiple-Output モ デル に 基 づ く

独立成分分析を 用い た 高品質ブ ラ イ ン ド音源分離∗

高谷 智哉

内容梗概

独立成分分析 (ICA)を用い た音響信号の ブ ラ イン ド 音源分離 (BSS)技術が 近

年進展し て い る ． こ の 技術は 音源信号が 互い に 独立で あ る と 仮定し , 事前情報を

用い る こ と な く ， 観測信号か ら音源信号を推定す る 技術で あ る ． 従っ て ， こ の 技

術は 高品質ハ ン ズフ リ ー 音声通信シ ステ ム に 応用が 可 能で あ る ． 従来の ICA に 基

づ く BSS手法の 多く は ， 音源信号を各 チ ャ ネ ルで 観測さ れ た混合信号か らモ ノ ラ

ル信号と し て 抽出す る 手法で あ り ， 任意の スペ クト ル歪みを持っ て い る ． 従っ て ，

従来法に は 各 音源の 方位・ 位置情報， 残響感な ど の 空間的な 情報を維持す る こ と

が で き な い と い う 重要な 欠点をも っ て い る ． こ の 問題点に よ り ， バ イノ ー ラ ル信

号処理や 高忠実音場再現シ ステ ム への 応用が 非常に 困難と な っ て い る ．

本論文で は ， は じ め に ， 上記 問題点を改 善す る ため に ， 最小二乗型Single-Input

Multiple-Output (SIMO) モ デ ルに 基づ く ICA (SIMO-ICA) (SIMO-ICA-LS) と

呼ば れ る 新し い ICAアルゴ リ ズム を提案す る ． こ こ で ， ”SIMO”と は 入力信号が

単一で 且 つ 出力信号が 各 マ イクロ ホ ン で 観測さ れ る ， 入力信号が 伝送さ れ た信号

で あ る よ う な 伝達シ ステ ム の こ と を示し て い る ． SIMO-ICA-LS は 観測さ れ た混

合信号をモ ノ ラ ル信号に 分離す る の で は な く ， 各 マ イクロ ホ ン で 観測さ れ た各 音

源か らの SIMO モ デ ルに 基づ く 信号に 分解 す る ． 従来の ICAを用い た BSS手法

と 提案手法を比較 をす る ため に ， 残響環境下 に お い て 分離実験を行っ た． 実験結

果 よ り ， SIMO-ICA-LS の 性能は 従来法よ り 優れ て い る こ と が 示さ れ た．

SIMO-ICA は 複数の ICA部と fidelity controller か ら構成さ れ る ． SIMO-ICA-

LS で は ， 各 ICA部が 情報幾何規 範に 基づ い て 動作す る が ， fidelity controller は 情

報幾何規 範と は 異な る 最小二乗規 範に 基づ い て 動作す る ． 両規 範の ミ スマ ッ チ に

∗ 奈良先端科 学技術大学院大学 情報科 学研究科 情報処理学専攻 博士論文, NAIST-IS-

DD0361208, 2006年 3月 24日.
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よ り ， そ れ らの バ ラ ン スを決定す る パ ラ メ ー タ が 必要と な る が ， そ の パ ラ メ ー タ の

設定は 学習更新式に お け る 収束に 影響す る ． こ の 問題点を改 善す る ため に ， 新し

く 情報幾何学習型 SIMO-ICAアルゴ リ ズム (SIMO-ICA-IG)を提案す る ． SIMO-

ICA-IG で は ， フ ィルタ の 最適化 の ため の 処理が す べ て 情報幾何学習アルゴ リ ズ

ム に よ っ て 行わ れ る ． 有効性の 検証の ため ， 残響環境下 に お い て 分離実験を行っ

た． 実験結果 よ り ， SIMO-ICA-IG の 性能は SIMO-ICA-LS よ り 優れ て い る 事が

示さ れ た． 更に ， SIMO-ICA-IG に お け る パ ラ メ ー タ は SIMO-ICA-LS と は 事な

り ， 音源の 性質に 依存し な い こ と が 示さ れ た．

最後に ， SIMO-ICAアルゴ リ ズム を混合バ イノ ー ラ ル信号の ブ ラ イン ド 分解

問題に 適用す る ため に ， SIMO-ICA の 初期フ ィルタ 自己生成器 (SG)を提案す る ．

SIMO-ICA の 魅力的な 特長は バ イノ ー ラ ル音源分離問題に 有益で あ る が ， SIMO-

ICAアルゴ リ ズム 単体の 収束は 分離フ ィルタ の 初期設定に 大き く 依存す る と い

う 欠点も 持っ て い る ． SGを用い た SIMO-ICA-IG (SIMO-ICA-SG) で は ， SG は

SIMO-ICA の 前処理と し て 機能し ， SIMO-ICA-IG に 最適な 初期フ ィルタ を提供

す る こ と が で き る ． 有効性の 検証の ため ， 残響環境下 で 混合バ イノ ー ラ ル信号の

分離実験を行っ た． 実験結果 よ り ， 提案法の 性能は 従来法よ り 優れ て い る こ と が

示さ れ た．
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1. Introduction

1.1 Background

Source separation of acoustic signals is to estimate the original sound source sig-

nals from among the mixed signals observed at each input channel. This technique

is applicable to the realization of noise-robust speech recognition and high-quality

hands-free telecommunication systems. As a conventional source separation ap-

proach, the method based on array signal processing, e.g., a microphone array

system, is one of the most effective techniques [1]. The delay-and-sum (DS) [2, 3]

array and the adaptive beamformer (ABF) [4, 5, 6] are popular microphone arrays

currently used for source separation. However, these methods have the following

drawbacks: The DS array requires a huge number of elements to achieve high

performance, especially in the low frequency regions. In ABF, the directions of

arrival (DOAs) of the separated source signals must be previously known. Also,

the adaptation procedure should be performed during breaks in the target sig-

nal to avoid any distortion of separated signals, however, we cannot previously

estimate the breaks in conventional use.

In recent years, alternative approaches have been proposed by researchers

using information-geometry theory and neural networks [7, 8, 9, 10, 11]. Blind

source separation (BSS) is the approach for estimating original source signals

using only the information of the mixed signals observed in each input channel,

where the independence among the source signals is mainly used for the separa-

tion. This technique is classified into unsupervised adaptive filtering approach

[12], and provides us with extended flexibility in that the source-separation pro-

cedure requires no training sequences and no a priori information on the DOAs

of the sound sources. In recent works on BSS based on independent component

analysis (ICA) [9], various methods have been proposed to deal with a means of

separation of acoustical sounds which corresponds to the convolutive mixture case

[13, 14, 15, 16, 17, 18]. However, the conventional ICA-based BSS approaches are

basically means of extracting each of the independent sound sources as a monau-

ral signal, and consequently they have a serious drawback in that the separated

sounds cannot maintain information about the directivity, localization, or spa-

tial qualities of each sound source. This prevents any BSS methods from being
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applied to binaural signal processing [24, 25] or high-fidelity sound reproduction

systems [26, 27].

1.2 Research purpose

This dissertation deals with the following three subjects.

SIMO-Model-Based ICA(SIMO-ICA) with Least Squares Criterion (SIMO-

ICA-LS) (Chapter 4)

The aim of this topic is to obtain the signals which can maintain the spatial

qualities. To achieve this aim, in this topic, we propose a novel ICA algorithm,

which is called Single-Input Multiple-Output (SIMO)-model-based ICA (SIMO-

ICA) with least squares criterion (SIMO-ICA-LS). Here the term ”SIMO” denotes

specific transmission system in which the input is a single source signal and the

outputs are its transmitted signals observed at multiple sensors. The SIMO-ICA-

LS minimize the sum of the cost functions about separation and fidelity control.

The output signals of SIMO-ICA converge on unique solutions, if and only if the

total cost function is minimized to be zero. This solution of SIMO-ICA-LS is

mathematically proved.

SIMO-ICA with Information Geometric Criterion (SIMO-ICA-IG) (Chap-

ter 5)

In this topic, our purpose is to improve the mismatch between two kinds of cri-

teria of cost functions in SIMO-ICA-LS. The SIMO-ICA consists of multiple ICA

parts and a fidelity controller. In SIMO-ICA-LS, each of the ICA parts are driven

by information-geometry theory, whereas the fidelity controller is based on the

least squares criterion which is a different class of criterion from the information-

geometric metric. To solve the above-mentioned fundamental problem, we newly

propose an SIMO-ICA algorithm with an information-geometric learning algo-

rithm (SIMO-ICA-IG). In SIMO-ICA-IG, the fidelity controller as well as each of

the ICA parts is designed on the basis of information-geometry theory. Namely,

all of the procedures for optimization of the separation filters are conducted by

the information-geometric learning algorithm.
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Blind Decomposition of Mixed Binaural Sound Using SIMO-ICA with

Self-Generator for Initial Filter (Chapter 6)

The purpose of this topics is to apply the SIMO-ICA algorithm to the blind

decomposition problem of mixed binaural signals. Although the attractive feature

of SIMO-ICA, whose output signals can maintain the spatial qualities, is beneficial

to the binaural sound separation, the original SIMO-ICA has a serious drawback

in its high sensitivity to the initial settings of the separation filter. In the proposed

SIMO-ICA with SG, SG functions as the preprocessor of SIMO-ICA, and thus it

can provide a valid initial filter for SIMO-ICA. Also, since the SG is still a blind

process total proposed system is also blind processing.

1.3 Thesis overview

The thesis is organized as follows.

First, the transfer function of the room and sound mixing model is defined in

Section 2

In Section 3, we introduce the conventional ICA algorithm to design the sep-

aration filter matrix for the sound mixtures, and represent the disadvantage of

the conventional methods.

In Section 4, we propose a novel ICA algorithm, single-input multiple-output

(SIMO)-model-base ICA with least square criterion (SIMO-ICA-LS). Also, we

revealed the effectiveness of SIMO-ICA-LS through the separation experiment

under the reverberant condition.

In Section 5, we propose a novel SIMO-ICA algorithm, SIMO-ICA with in-

formation geometric criterion (SIMO-ICA-IG), in which the balancing parameter

can be almost negligible. Moreover, we show the experimental results to compare

SIMO-ICA-IG with the conventional ICA and SIMO-ICA-LS.

In Section 6, we propose self-generator for initial filter for SIMO-ICA, which

consists of frequency-domain ICA, single talk detection, direction of arrival es-

timation, and head related transfer function matrix bank. Moreover, we clarify

the effectiveness of SIMO-ICA-SG through the experimental results.

In Section 7, we discuss the application of SIMO-ICA, and we evaluate the

novel acoustic augmented reality system using SIMO-ICA. Moreover, we clarify
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the effectiveness of SIMO-ICA-SG through the subjective and objective evalua-

tion.
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2. Mixing and demixing process

2.1 Introduction

In this chapter, we explain the sound mixing model to define the sound separation

problem. In Section 2.2, we describe the acoustic transfer system, and define the

sound mixing model. In Section 2.3, the novel demixing setting is defined to

realize the main approach.

2.2 Sound mixing process

Single-Input Single-Output (SISO) system

Firstly, we consider the simplest situation which have one sound source and

one microphone without interference (see Figure 1). This situation is called as

Single-Input Single-Output (SISO) system. In this system, the sound detected

at the microphone includes not only the direct sound from the source but also

the multiple early reflections and reverberation. The composition among these

sounds depends on the various acoustic settings, for example the recording room

size, reflection coefficient of the wall, floor, and ceiling, and the distance between

the source and the microphone, and is expressed as the impulse response between

the source and the microphone. The observed signal is defined as

x(t) =
N−1
∑

n=0

a(n)s(t − n) (1)

x(t)=A(z)s(t)s(t) Direct sound

Referected sound

Figure 1. Single-Input Single-Output (SISO) system. This system has one sound

source and one microphone. The observed signal x(t) in this system include the

direct sound, the early reflections, and reverberation.
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s(t) A (z)k

A (z)1

x (t)1 =A (z)s(t)1

x (t)k =A (z)s(t)k

x (t)K =A (z)s(t)K

A (z)K

Figure 2. Single-Input Multiple-Output (SIMO) system. In this figure, Ak(z)

means the z-transform of impulse response ak(n) between the source and k-th

microphone.

= A(z)s(t), (2)

where x(t) is the observed signal, a(n) is the impulse response between the sound

source and the microphone with the length of N , s(t) is the source signal, A(z) is

the z-transform of a(n), and z−1 is used as the unit-delay operator, i.e., z−n·x(t) =

x(t − n).

Single-Input Multiple-Output (SIMO) system

We can easily extend the SISO system to multidimensional system which

involve the multiple microphones. This system is called Single-Input Multiple-

Output (SIMO) system. Figure 2 shows the configuration of SIMO system. In

SIMO system, the observed signals are expressed as

x(t) = [x1(t), · · · , xk(t), · · · , xK(t)]T (3)

= [xk(t)]k (4)

= [
N−1
∑

n=1

a1(n)s(t − n), · · · ,
N−1
∑

n=1

ak(n)s(t − n), · · · ,
N−1
∑

n=1

aK(n)s(t − n)]T

(5)

6



x (t)1 =Σ A  (z)s (t)1l ll=1

L

x (t)k =Σ A  (z)s (t)kl ll=1

L

x (t)K =Σ A  (z)s (t)Kl ll=1

L

1

l

s (t)L

s (t)

s (t)

Figure 3. Multiple-Input Multiple-Output (MIMO) system.

= [A1(z)s(t), · · · , Ak(z)s(t), · · · , AK(z)s(t)]T (6)

where x(t) is the observed signal vector, [X]k denotes the vector which includes

the element X in the k-th row, ak(n) is the impulse response between the k-

th microphone and the sound source with the length of N , and Ak(z) is the

z-transform of ak(n). Since all microphones are set on the different locations in

the room, the impulse response ak(n) recorded at k-th microphone is different

from the other impulse response ak′(n) (k′ 6= k).

Hereafter, the signals observed at the microphones in SIMO system are called

the SIMO-model-based signals.

Multiple-Input Multiple-Output (MIMO) system

In more general case, we consider that the number of array elements (micro-

phones) is K and the number of multiple sound sources is L. This system is

called Multiple-Input Multiple-Output (MIMO) system. Figure 3 describes the

relation between input and output signals in MIMO system. In this system, the

observed signals in which sources are linearly mixed are expressed as

x(t) = [x1(t), · · · , xk(t), · · · , xK(t)]T (7)

= [xk(t)]k (8)

7



1

l

s (t)L

s (t)

s (t)

1s (t)

ls (t)

s (t)L

Figure 4. MIMO system is superposition of the SIMO systems. Thus, the mixed

signals are superposition of SIMO-model-based signals Akl(z)sl(t) with respect

to each source sl(t)
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=
N−1
∑

n=0

a(n)s(t − n) (9)

= A(z)s(t) (10)

where x(t) is the observed signal vector, a(n) is the mixing filter matrix with the

length of N , s(t) is the source signal vector, and A(z) is the z-transform of a(n);

these are given as

s(t) = [s1(t), · · · , sL(t)]T (11)

a(n) =











a11(n) · · · a1L(n)
...

. . .
...

aK1(n) · · · aKL(n)











(12)

A(z) =











A11(z) · · · A1L(z)
...

. . .
...

AK1(z) · · · AKL(z)











(13)

=











a11(n)z−n · · · a1L(n)z−n

...
. . .

...

aK1(n)z−n · · · aKL(n)z−n











(14)

=

[

N−1
∑

n=0

akl(n)z−n

]

kl

(15)

=
N−1
∑

n=0

a(n)z−n (16)

where, akl is the impulse response between the k-th microphone and the l-th

sound source, and [X]kl denotes the matrix which includes the element X in the

k-th row and the l-th column.

Also, Eq. (10) is rewritten as

x(t) =

[

L
∑

l=1

A1l(z)sl(t), · · · ,
L

∑

l=1

Akl(z)sl(t), · · · ,
L

∑

l=1

aKl(z)sl(t)

]T

(17)

This means that the observed signals in MIMO system are superposition of the

SIMO-model-based signals for all l sound sources (see Figure 4).

In acoustic MIMO system, the element akl(n) of the mixing matrix a(n) cor-

responds to the impulse responses between the l-th source and the k − th mi-

crophone. If all impulse responses are known, the source signals can be easily

9



x (t)

1

l

s (t)L

s (t)

s (t)

Mixing system

1

x (t)K

x (t)=Σ A  (z)s (t)1l l

x (t)=Σ A  (z)s (t)

x (t)=Σ A  (z)s (t)

kl l

Kl l

k l=1

L

l=1

L

l=1

L

1

l

s (t)L

s (t)

s (t)

Demixing system

Source signals Observed signals Output signals
(Known)(Unknown)

(Unknown)

Figure 5. Configuration of the conventional demixing system. This demixing

system estimates the source signals. Thus, these output signals are monaural

signals with respect to each sound source, and do not maintain information about

directivity, localization, and spatial qualities of each sound source.

estimated using the inverse processing [26]. However, the impulse responses de-

pend on the room conditions and is difficult to measure them under the real

environments. Thus, in this study, we assume the sound mixing matrix a(n) and

sound source s(t) are unknown.

2.3 Main approach and sound demixing process

2.3.1 Conventional demixing system

To extract the source signals from the mixed signals, the demixing system is de-

signed as the inversion system of the mixing system (see Figure. 5). This system

reduce not only the interference but also the influence of the transfer function.

Thus, this system is applicable to the realization of noise-robust speech recogni-

tion and high-quality hands-free telecommunication systems. However, the latter

reduction cause the lack of information about localization, directivity, and spatial

qualities of each sound source, and this demixing system is not applicapable to

the binaural signal processing and high-fidelity sound reproduction systems.

10
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 A  (z)s (t)kL L
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SIMO-model-
based signals
with respect to
 s (t)1
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with respect to
 s (t)l

SIMO-model-
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with respect to
 s (t)L

x (t)

1

l

s (t)L

s (t)

s (t)

Mixing system

1

x (t)K

x (t)=Σ A  (z)s (t)

Demixing system

1l l

x (t)=Σ A  (z)s (t)

x (t)=Σ A  (z)s (t)

kl l

Kl l

k l=1

L

l=1

L

l=1

L

(Known)(Unknown)

(Unknown)

Figure 6. Configuration of the proposed demixing (decomposing) system. This

demixing system estimates the SIMO-model-based components of the observed

signals. Thus the output signals maintain information about directivity, localiza-

tion, or spatial qualities of each sound source.

2.3.2 Main approach

In this study, our main research purpose is to estimate the multidimensional

source signals which maintain information about directivity, localization, and

spatial qualities. To realize this purpose, we consider the novel demixing system

which can execute only the former reduction (reduction of interference sound).

From Equation (17), the mixed signals are superposition of the multiple SIMO-

model-based signals with respect to each sound source. Thus, we should construct

the decomposition system which can decompose the observed signals into SIMO-

model-based signals from each source at microphone points (see Figure 6), not

into monaural signals (see Figure 5).

2.4 Conclusion

In this chapter, we described the sound transfer function, the sound mixing

model, and the conventional demixing system. However, the conventional demix-

ing method can not apply the binaural signal processing and high-fidelity sound

11



reproduction systems. To solve this problem, we introduced the novel demixing

system which can maintain information which is required by the binaural signals

processing.
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3. Independent component analysis (ICA)

3.1 Introduction

In this chapter, we explain the blind source separation (BSS) using the con-

ventional independent component analysis (ICA) algorithm. In ICA algorithm,

we assume that the source signals are mutually independent, and optimize the

demixing system so that the output signals are mutually independent using the

alternative learning rule based on the information-geometry theory and neural

networks. In Section 3.2, we explain the conventional ICA methods and present

development of a new SIMO-output-type method in which all SIMO components

can be simultaneously estimated in the ICA updating with stable FIR filters, is

a problem demanding prompt attention.

3.2 Conventional ICA algorithm

3.2.1 Holonomic ICA algorithm by Amari [11]

In the BSS method, we consider the time-domain ICA (TDICA), in which each

element of the separation filter matrix is represented as an FIR filter. In the

TDICA, we optimize the separation filter matrix by using only the fullband ob-

served signals without subband processing (see Figure 7). The separated signal

vector y(t) = [y1(t), · · · , yK(t)]T is expressed as

y(t) = [yk(t)]k1 (18)

=
D−1
∑

n=0

w(n)x(t − n) (19)

= W (z)x(t) (20)

= W (z)A(z)s(t), (21)

where w(n) = [wij(n)]ij is the separation filter matrix, W (z) is the z-transform

of w(n), and D is the filter length of w(n). In the ICA-based BSS framework

assuming independently identically distributed (i.i.d.) sources, Amari [11] pro-

posed the holonomic TDICA algorithm which optimizes the separation filter by

minimizing the Kullback-Leibler divergence (KLD) between the joint probability

13
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y (t)2

W (z)

x(t)
=A(z)s(t)

s (t)1

s (t)l

s (t)L

W(z)

Figure 7. Configuration of the conventional TDICA.

density function (PDF) of y(t) and the product of marginal PDFs of yl(t). The

KLD of Eq. (21) is defined as

KLD(y(t)) =
∫

p(ŷ(t))log
p(ŷ(t))

∏L
l=1

∏T−1
t=0 p(yl(t))

dŷ(t), (22)

where p(yl(t)) is the marginal PDF of yl(t), p(ŷ(t)) is the joint probability density

function of y(t), and ŷ(t) is defined as

ŷ(t) = [y1(0), · · · , y1(T − 1), · · · , yl(0), · · · , yl(T − 1), · · · ,

yK(0), · · · , yK(T − 1)]T. (23)

The natural gradient [11, 28] of KLD with respect to w(n) is given by

∂KLD(y(t))

∂w(n)
· W (z−1)TW (z)

= −
D−1
∑

d=0

{

Iδ(n − d) −
〈

ϕ(y(t))y(t − n + d)T
〉

t

}

w(d), (24)

where 〈·〉t denotes the time-averaging operator and I is the identity matrix. Also,

δ(n) is a delta function, i.e., δ(0) = 1 and δ(n) = 0 (n 6= 0), and ϕ(·) is an

appropriate nonlinear vector function, e.g., given as

ϕ(y(t)) = [tanh(y1(t)), · · · , tanh(yK(t))]T. (25)
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B s (t)l

B s (t)L L

1

l

Figure 8. Input and output relations in non-holonomic ICA (NH-ICA). Since it

is possible for Bl(z) to be an arbitrary filter, the separated signals include the

spectral distortions.

The iterative learning rule is given as

w[j+1](n)

= w[j](n) + α
D−1
∑

d=0

{

Iδ(n − d) −
〈

ϕ(y[j](t))y[j](t − n + d)T
〉

t

}

w[j](d),

(26)

where α is the step-size parameter and the superscript [j] is used to express the

value of the j-th step in the iterations.

3.2.2 Non-holonomic ICA (NH-ICA) by Choi [29]

It is known that the separated signals of the algorithm Eq. (26) are forced to

be i.i.d. and thus become white. To overcome this, Choi et al. proposed the

following iterative learning rule with the non-holonomic constraint [29]:

w[j+1](n)

= w[j](n) + α
D−1
∑

d=0

{

diag
〈

ϕ(y[j](t))y[j](t − n + d)T
〉

t

−
〈

ϕ(y[j](t))y[j](t − n + d)T
〉

t

}

w[j](d),
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= w[j](n) − α
D−1
∑

d=0

{

off-diag
〈

ϕ(y[j](t))y[j](t − n + d)T
〉

t

}

w[j](d), (27)

where off-diagW (z) is the operation for setting every diagonal element of the

matrix W (z) as zero.

This ICA method is basically a means of extracting each of the independent

sound sources as a monaural signal (see Figure 8). In addition, the quality of the

separated sound cannot be guaranteed, i.e., the separated signals often include

spectral distortions because the modified separated signals which are convolved

with arbitrary linear filters are also mutually independent. As shown in Figure 8,

yl(t) = Bl(z)sl(t), where Bl(z) is an arbitrary filter, is a possible solution obtained

from the conventional ICA using Eq. (27). Here it should be noted that the

specific solution in the case of Bl(z) = Akl(z) is still admissible in Eq. (27) as one

possible nondistorted solution, but the problem is that we cannot limit the space

of solutions to such a nondistortion case by only using Eq. (27). Overall, the

conventional ICA has a serious drawback in that the separated sounds cannot

maintain information about the directivity, localization, or spatial qualities of

each sound source.

3.2.3 ICA based on the minimal distortion principle (MDP-ICA) by

Matsuoka [30]

In order to solve the problem, particularly with respect to the sound quality,

Matsuoka et al. have proposed a modified ICA based on the Minimal Distortion

Principle (MDP). The iterative learning rule using this principle is given as

w[j+1](n) = w[j](n)

−α
D−1
∑

d=0

{

off-diag
〈

ϕ(y[j](t))y[j](t − n + d)T
〉

t

}

w[j](d)

+ αβ
D−1
∑

d=0

{

diag
〈

(y[j](t) − x(t −
D

2
))y[j](t − n + d)T

〉

t

}

w[j ](d),

(28)

Since Matsuoka’s method should simultaneously minimize the two different

kinds of cost functions, namely, the KLD and the Euclidean distance between
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Figure 9. Input and output relations in ICA using minimal distortion principle

(MDP-ICA). This algorithm can extract the acoustic source signals from the

observed signals without the spectral distortion caused by separation processing.

However, since the output signals are monaural with respect to each source,

information about directivity, localization, spatial qualities of each sound source

is lost.

the separated signal vector and the observed signal vector, the method has the

problem that an additional parameter for balancing the cost functions should be

required, but is excessively sensitive to the convergence in the iterative learning of

the separation filter matrix. The theoretical indication for selecting the parameter

has not been presented. Also, this method is valid only for monaural outputs,

and the fidelity of the output signals as SIMO-model-based signals cannot be

guaranteed.

3.2.4 2nd-order ICA by Parra [15]

Parra et al., have proposed 2nd-order ICA which can separate the mixing signals

of non-stationary signals in the frequency domain. The cost function of this

system contains the constraint about the sound qualities of the output signals.

The iterative learning rule using this method is given as

W [j+1](f) = W [j](f) − αoff-diag{RY Y (f, t)}W [j](f)RXX(f, t), (29)

RXX(f, t) =
〈

X(f, t, b)X(f, t, b)T
〉

b
, (30)
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RY Y (f, t) =
〈

Y [j](f, t, b)Y [j](f, t, b)T
〉

b
, (31)

Y [j](f, t, b) = W [j](f)X(f, t, b), (32)

where RXX(f, t) and RY Y (f, t) mean the correlation matrix of the observed and

separated signals, X(f, t, b) is the observed signal vector which is calculated by

means of a frame-by-frame discrete Fourier transform (DFT), and Y (f, t, b) is the

separated signal vector. This method optimize the output signals so that 2nd-

order criterial cost function is minimized. Thus, to obtain the high-performance,

this method needs the long time sequence. Also, this method is valid only for

monaural outputs, and the fidelity of the output signals as SIMO-model-based

signals cannot be guaranteed.

3.2.5 Multistage ICA by Nishikawa [17]

In order to improve the separation performance, Nishikawa have proposed multi-

stage ICA (MSICA) which combine the frequency domain ICA (FDICA) and time

domain ICA (TDICA). Since this method’s concept can be reflected in all kinds

of ICA methods, using this method, we can always execute the high separation

performance.

3.2.6 Other conventional ICA methods

In order to resolve the problems, several methods which project the separated

signal yl(t) onto observed signals’ space have been proposed. The first example

is a method which utilizes the inverse of w(n) (see, e.g., [14]). In this method,

the nonsingularity of the separation filter matrix must be required, but it cannot

be always guaranteed [18, 21]. The second example is a deflation-type method

(see, e.g., [22, 23]), in which we extract a specific monaural source signal yl(t),

and then yl(t) is projected back onto the k-th microphone. However, the method

often fails if the separation filters produce a null space because the invertibility

of the filters cannot hold. Also, IIR-filter-based ICA [20] has been proposed,

but the problem is how to guarantee the separation filters’ stability. Therefore,

development of a new SIMO-output-type method in which all SIMO components

can be simultaneously estimated in the ICA updating with stable FIR filters, is a

problem demanding prompt attention. It is also worth mentioning that Cardoso
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has proposed a Multidimensional ICA (MICA) [31] as an extended ICA for de-

composing the mixed signals into non-monaural contributions at the observation

points. However, MICA theory and the algorithm were developed only in the

case of instantaneous mixtures, and hence we cannot apply the algorithm to BSS

for the acoustic sound mixtures addressed in this paper.

3.3 Conclusion

In this section, we describe the conventional ICA methods and we explain the

disadvantage of these methods. Furthermore, we describe that development of

a new SIMO-output-type method, in which all SIMO components can be simul-

taneously estimated in the ICA updating with stable FIR filters, is a problem

demanding prompt attention.
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4. SIMO-model-based ICA (SIMO-ICA) with least

squares criterion (SIMO-ICA-LS)

4.1 Introduction

In this and next chapter, we propose a new blind separation technique using a

single-input multiple-output (SIMO)-model-based ICA (SIMO-ICA) . Here the

term ”SIMO” represents the specific transmission system in which the input is

a single source signal and the outputs are its transmitted signals observed at

multiple sensors. The SIMO-ICA consists of multiple ICA parts and a fidelity

controller, and each ICA runs in parallel under the fidelity control of the entire

separation system. In the SIMO-ICA scenario, unknown multiple source signals

which are mixed through unknown acoustical transmission channels are detected

at the microphones, and these signals can be separated, not into monaural source

signals but into SIMO-model-based signals from independent sources as they are

at the microphones. Thus, the separated signals of SIMO-ICA can maintain the

spatial qualities of each sound source.

In this section, we propose SIMO-ICA with least squares criterion (SIMO-

ICA-LS), which have the fidelity controller designed on the basis of least squares

criterion. (In Section 5, we propose the another fidelity controller which is de-

signed using the information geometric criterion.)

In order to evaluate its effectiveness, separation experiments are carried out

under the reverberant condition. The experimental results reveal that the signal

separation performance of the proposed SIMO-ICA-LS is the same as that of the

conventional ICA, and the sound quality and accuracy of the separated signals

in SIMO-ICA-LS is remarkably superior to that in the conventional ICA.

The rest of this chapter is organized as follows. In the Section 4.2, the pro-

posed SIMO-ICA-LS is described in detail. In Sections 4.3 and 4.4, the unique

solution and iterative learning rule in the proposed SIMO-ICA-LS are described.

In Section 4.5, the experimental results are presented. Finally, Section 4.7 con-

clude this chapter.
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Figure 10. Example of input and output relations in proposed SIMO-ICA, where

exclusively-selected permutation matrices P l are given by Eq. (48)

.

4.2 Fidelity controller in SIMO-ICA-LS

In order to resolve the above-mentioned fundamental problems, we propose a

new blind separation method for SIMO-model-based acoustic signals using SIMO-

ICA. The SIMO-ICA consists of multiple ICA parts and a fidelity controller, and

each ICA runs in parallel under the fidelity control of the entire separation system

(see Figure 10). The separated signals of the l-th ICA in SIMO-ICA are defined

by

y(ICAl)(t) = [y
(l)
k (t)]k1 (33)

=
D−1
∑

n=0

w(ICAl)(n)x(t − n) (34)

= W (ICAl)(z)x(t), (35)

where w(ICAl)(n) is the separation filter matrix in the l-th ICA, W (ICAl)(z) is

the z-transform of w(ICAl)(n), and D is the filter length of the separation filter

w(ICAl)(n) and should be set to enough large (see Appendix A). Regarding the

fidelity controller, we newly introduce the following cost function to be minimized,

C(w(ICA1)(n), ..., w(ICAL)(n)) ≡
〈∥

∥

∥

L
∑

l=1

y(ICAl)(t) − x(t − D/2)
∥

∥

∥

2〉

t
, (36)
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where ‖ x ‖ is the Euclidean norm of vector x. The cost function Eq. (36) means

a degree of similarity between the sum of all ICA’s output
∑L

l=1 y(ICAl)(t) and the

sum of all SIMO components [
∑L

l=1 Akl(t−D/2)]k(= x(t−D/2). Here the delay

of D/2 is used to deal with nonminimum phase systems. Using Eqs. (35) and

(36), we can obtain the appropriate separated signals and maintain their spatial

qualities as follows.

4.3 Unique solution in SIMO-ICA-LS

Theorem: The output signals converge on unique solutions, Eq. (37), up to

the permutation, if and only if the independent sound sources are separated by

Eq. (35), and simultaneously Eq. (36) is minimized to be zero.

y(ICAl)(t) = diag
[

A(z)P T
l

]

P ls(t − D/2), (37)

where l = 1, · · · , L and P l (l = 1, ..., L) are exclusively selected permutation

matrices [35] which satisfy

L
∑

l=1

P l = [1]ij. (38)

Proof of Theorem: First, the necessity is shown below. Obviously the so-

lution Eq. (37) holds in Eq. (35) because the elements of Eq. (37) are mutually

independent in each y(ICAl)(t) (l = 1, ..., L). Also, the following equation holds

with Eq. (37).

L
∑

l=1

y(ICAl)(t) =
L

∑

l=1

diag
[

A(z)P T
l

]

P ls(t − D/2) (39)

=

[

L
∑

l=1

Akl(z)sl(t − D/2)

]

k

(40)

= A(z)s(t − D/2). (41)

This results in x(t − D/2), and makes the cost function Eq. (36) be zero. This

completes the proof of the necessity in Theorem.
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Next, the sufficiency is shown below. Let Dl(z) (l = 1, ..., L) be arbitrary

diagonal polynomial matrices and Ql be arbitrary permutation matrices. If one of

the preconditions (“independent sound sources have been separated by Eq. (35)”)

holds, the general expression of the l-th ICA’s output is given by

y(ICAl)(t) = Dl(z)Qls(t − D/2). (42)

If Ql are not exclusively-selected matrices, i.e.,
∑L

l=1 Ql 6= [1]ij, then there exists

at least one element of
∑L

l=1 y(ICAl)(t) which does not include all components of

sl(t − D/2) (l = 1, ..., L). This obviously makes the cost function Eq. (36) be

nonzero because the observed signal vector x(t−D/2) includes all components of

sl(t−D/2) in each element. Accordingly, Ql should be P l specified by Eq. (38),

and we obtain

y(ICAl)(t) = Dl(z)P ls(t − D/2). (43)

In Eq. (43) under Eq. (38), the arbitrary diagonal matrices Dl(z) can be substi-

tuted by diag[B(z)P T
l ], where B(z) = [Bij(z)]ij is a single arbitrary matrix,

because all diagonal entries of diag[B(z)P T
l ] for all l are also exclusive. Thus,

y(ICAl)(t) = diag
[

B(z)P T
l

]

P ls(t − D/2), (44)

and consequently

L
∑

l=1

y(ICAl)(t) =

[

L
∑

l=1

Bkl(z)sl(t − D/2)

]

k

. (45)

Substitution of Eq. (45) in Eq. (36) leads to the following equation.

C(w(ICA1)(n), ..., w(ICAL)(n))

=

〈
∥

∥

∥

∥

∥

[

L
∑

l=1

Bkl(z)sl(t − D/2)

]

k

−

[

L
∑

l=1

Akl(z)sl(t − D/2)

]

k

∥

∥

∥

∥

∥

2〉

t

(46)

=
L

∑

l=1

K
∑

k=1

(Bkl(z) − Akl(z))2〈sl(t − D/2)2〉t, (47)

where we used the relation, 〈sl(t − D/2)sl′(t − D/2)〉t = 0 (l 6= l′). Since 〈sl(t −

D/2)2〉t are positive, the cost function given by Eq. (47) becomes zero if and
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only if Bkl(z) = Akl(z) for all k and l. Thus, Eq. (44) results in Eq. (37). This

completes the proof of the sufficiency in Theorem.

Obviously the solutions given by Eq. (37) provide necessary and sufficient

SIMO components, Akl(z)Sl(t−D/2), for each l-th source. However, the condition

Eq. (38) allows multiple possibilities for the combination of P l. For example, one

possibility is shown in Figure 10 and this corresponds to

P l = [δim(k,l)]ki, (48)

where δij is Kronecker’s delta function, and

m(k, l) =







k + l − 1 (k + l − 1 ≤ L)

k + l − 1 − L (k + l − 1 > L)
(49)

In this case, Eq. (37) yields

y(ICAl)(t) = [Akm(k,l)sm(k,l)(t − D/2)]k, (50)

4.4 Iterative learning rule in SIMO-ICA-LS

In order to obtain Eq. (37), the natural gradient [11, 28] of Eq. (36) with respect

to w(ICAl)(n) should be added to the iterative learning rule of the separation filter.

The natural gradient of Eq. (36) is given as (see Appendix B)

{

∂

∂w(ICAl)(n)

〈∥

∥

∥

L
∑

l=1

y(ICAl)(t) − x(t −
D

2
)
∥

∥

∥

2〉

t

}

W (ICAl)(z
−1)TW (ICAl)(z)

= 2
D−1
∑

d=0

〈

(
L

∑

l=1

y(ICAl)(t) − x(t −
D

2
))y(ICAl)(t − n + d)T

〉

t
w(ICAl)(d). (51)

By combining Eq. (27) with Eq. (51), we can obtain the new iterative algorithm

of SIMO-ICA as

w
[j+1]
(ICA1)(n) = w

[j]
(ICA)1(n)

−α
D−1
∑

d=0

{

off-diag
〈

ϕ(y
[j]
(ICA1)(t))y

[j]
(ICA)1(t − n + d)T

〉

t

}

w
[j]
(ICA)1(d)

+αβ
D−1
∑

d=0

{

〈(

L
∑

l=1

y
[j]
(ICA)l(t) − x(t −

D

2
)
)

y
[j]
(ICA1)(t − n + d)T

〉

t

}
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w
[j]
(ICA1)(d),

(52)
...

w
[j+1]
(ICAl)(n) = w

[j]
(ICAl)(n)

−α
D−1
∑

d=0

{

off-diag
〈

ϕ(y
[j]
(ICAl)(t))y

[j]
(ICAl)(t − n + d)T

〉

t

}

w
[j]
(ICAl)(d)

+αβ
D−1
∑

d=0

{

〈

(
L

∑

l=1

y
[j]
(ICAl)(t) − x(t −

D

2
))y

[j]
(ICAl)(t − n + d)T

〉

t

}

w
[j]
(ICAl)(d),

(53)
...

w
[j+1]
(ICAL)(n) = w

[j]
(ICAL)(n)

−α
D−1
∑

d=0

{

off-diag
〈

ϕ(y
[j]
(ICAL)(t))y

[j]
(ICAL)(t − n + d)T

〉

t

}

w
[j]
(ICAL)(d)

+αβ
D−1
∑

d=0

{

〈

(
L

∑

l=1

y
[j]
(ICAl)(t) − x(t −

D

2
))y

[j]
(ICAL)(t − n + d)T

〉

t

}

w
[j]
(ICAL)(d),

(54)

where α is the step-size parameter which is for the control of the total update

quantity, and β is balancing parameter which is for the control of the balancing

between the term for separation and fidelity. In Eqs. (52)–(54), the updating

w(ICAl)(n) should be simultaneously performed in parallel because each iterative

equation is associated with the others via y
[j]
(ICAl) = W

[j]
(ICAl)(z)x(t). Also, the

initial values of w(ICAl)(n) for all l should be different.

After the iterations, the separated signals should be classified into SIMO com-

ponents of each source because the permutation possibly arises. This can be easily

achieved by using a cross correlation between time-shifted separated signals,

CC(l, l′, k, k′) = max
n

〈y
(ICAl)
k (t)y

(ICAl′)
k′ (t − n)〉t, (55)

where l 6= l′ and k 6= k′. The large value of CC(l, l′, k, k′) indicates that y
(ICAl)
k (t)

and y
(ICAl′)
k′ (t) are SIMO components from the same source.
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Figure 11. Layout of reverberant room used in experiment. The reverberation

time of this room is 150 ms.

4.5 Experiments and results for two-source case

4.5.1 Experimental conditions

Two kinds of sentences, spoken by two male and two female speakers selected

from the ASJ continuous speech corpus for research [36], are used as the original

speech samples s(t). Using these sentences, we obtain six combinations. The

sampling frequency is 8 kHz and the length of speech is limited to 3 seconds. To

evaluate the feasibility of the proposed SIMO-ICA-LS in a real environment, we

used the impulse response a(n) which is recorded in the experimental room as

shown in Figure 11. The reverberation time of this impulse response is 150 ms. A

two-element array with an interelement spacing of 4 cm is assumed. The speech

signals are assumed to arrive from two directions, −30◦ and 40◦. The distance

between the microphone array and the loudspeakers is 1.15 m. The length of

the separation filter, D, is set to be 512 taps, and the initial value is the null-

beamformer [16] with the interelement spacing of 4 cm, whose directional null

is steered to ±60◦. As the conventional ICA-based BSS method for comparison,
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we use NH-ICA algorithm given by Eq. (27). (See Section 3.2.2) The step-size

parameter α was set in the range of 5 × 10−8 ∼ 5 × 10−6. Also, the balancing

parameter β was set in the range of 1 × 10−4 ∼ 1 × 10−1 in the proposed SIMO-

ICA-LS. We select the optima which give the best performance in each method.

These sound data which are artificially convolved with the real impulse re-

sponses have the following advantages: (1) we can use the realistic mixture model

of two sources neglecting the affection of background noise, (2) since the mixing

condition is explicitly measured, we can easily calculate a reliable objective score

to evaluate the separation performance as described in the next section.

4.5.2 Objective evaluation score

In this experiment, three objective evaluation scores are defined as described

below. Note that the unit of all scores is the decibel (dB), but hereafter we omit

the unit in equations.

First, noise reduction rate (NRR), defined as the output signal-to-noise ratio

(SNR) in dB minus the input SNR in dB, is used as the objective indication of

separation performance, where we do not take into account the distortion of the

separated signal. The SNRs are calculated under the assumption that the speech

signal of the undesired speaker is regarded as noise. The NRR is defined as

NRR ≡
1

4

2
∑

l=1

2
∑

k=1

(OSNR
(ICAl)
k − ISNR

(ICAl)
k ), (56)

OSNR
(ICAl)
k = 10log10

〈| H
(ICAl)
kk′ (z)sk′(t) |2〉t

〈| y
(ICAl)
k (t) − H

(ICAl)
kk′ (z)sk′(t) |2〉t

, (57)

ISNR
(ICAl)
k = 10log10

〈| Akk′(z)sk′(t) |2〉t
〈| xk(t −

D
2
) − Akk′(z)sk′(t) |2〉t

, (58)

k′ = argmax
κ

(〈| H
(ICAl)
kκ (z)sκ(t) |

2〉t), (59)

where OSNR
(ICAl)
k and ISNR

(ICAl)
k are the output SNR and the input SNR for

ICAl, respectively. Also, H
(ICAl)
ij (z) is the element in the i-th row and the j-

th column of the matrix H (ICAl)(z ) = W (ICAl)(z )A(z ). For example, y(t) =

[B1(z)s1(t), B2(z)s2(t)]
T gains an NRR of infinity because the separation perfor-

mance is prefect, even if Bl(z) (l = 1, 2) represent any arbitrary distortions.
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Secondly, sound quality (SQ), defined as described below, indicates the sound

quality of the separated signal,

SQ ≡
1

4

2
∑

l=1

2
∑

k=1

SQ
y
(ICAl)
k

, (60)

SQ
y
(ICAl)
k

= 10log10

〈| Akk′(z)sk′(t − D
2
) |2〉t

〈| Akk′(z)sk′(t − D
2
) − H

(ICAl)
kk′ (z)sk′(t) |2〉t

, (61)

where SQ
y
(ICAl)
k

is the sound quality of the separated signal y
(ICAl)
k (t). In SQ, we

do not take into account the degree of the separation performance in the output

signals. For example, y(t) = A(z)s(t − D/2) gains an SQ of infinity due to the

absence of target signals’ distortions, whereas there is no source separation (i.e.,

NRR is quite low).

Lastly, SIMO-model accuracy (SA) indicates the degree of similarity between

the SIMO-ICA’s outputs and the original SIMO-model-based signals. It is defined

by

SA ≡
1

4

2
∑

l=1

2
∑

k=1

SA
y
(ICAl)
k

, (62)

SA
y
(ICAl)
k

= 10log10

〈| Akk′(z)sk′(t − D
2
) |2〉t

〈| Akk′(z)sk′(t − D
2
) − y

(ICAl)
k (t) |2〉t

, (63)

where SA
y
(ICAl)
k

is the similarity between the separated signal y
(ICAl)
k (t) and the

original SIMO-model-based signal Akk′(z)sk′(t). The SA corresponds to the total

indication which combines NRR and SQ, that is, both the separation performance

and the sound quality are taken into account.

4.5.3 Experimental results and discussion for two-source case

Figure 12 shows the results of NRR for different speaker combinations. The bars

on the right of this figure correspond to the averaged results of each combination.

In the averaged scores, the deterioration of NRR in SIMO-ICA-LS is 0.2 dB

compared with that in the conventional ICA. From these results, it is evident

that the signal separation performance of the proposed SIMO-ICA-LS is almost

the same as that of the conventional ICA-based method.
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Figure 12. Results of noise reduction rate in the conventional ICA and the pro-

posed SIMO-ICA-LS, where the reverberation time is 150 ms. The length of the

filter, D, in all methods is set to be 512 taps. In the horizontal axis, the sym-

bols ”M1+M2”–”F1+F2” denote the combinations of speakers, e.g., ”M1” and

”M2” correspond to two different male speakers, and ”F1” and ”F2” correspond

to two different female speakers. Thus, for example, ”M1+F2” corresponds to

the male-female combination.

Figure 13 and Figure 14 show the results of SQ and SA for different speaker

combinations. The bars on the right of each figure correspond to the averaged

results of each combination. In the averaged scores, compared with the conven-

tional ICA, the improvement of SQ is 3.3 dB, and that of SA is 5.0 dB. From

these results, it is evident that the sound quality of the separated signals in

SIMO-ICA-LS is obviously superior to that of the separated signals in the con-

ventional ICA-based method, particularly in terms of the accuracy of the sound

reproduction. Regarding the SQ score, the improvement in SIMO-ICA-LS is not

large compared with that in SIMO-ICA-LS in the nonreverberant case described

in the previous section. The main reason for this is the insufficiency of the source-
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Figure 13. Results of noise reduction rate in the conventional ICA and the pro-

posed SIMO-ICA-LS, where the reverberation time is 150 ms. The length of the

filter, D, in all methods is set to be 512 taps. In the horizontal axis, the sym-

bols ”M1+M2”–”F1+F2” denote the combinations of speakers, e.g., ”M1” and

”M2” correspond to two different male speakers, and ”F1” and ”F2” correspond

to two different female speakers. Thus, for example, ”M1+F2” corresponds to

the male-female combination.

separation performance.

Overall, the results indicate the following points. (1) In SIMO-ICA-LS, the

addition of a fidelity controller is effective in compensating for the spatial qualities

of the separated SIMO-model-based signals. (2) There is no deterioration in

the separation performance (NRR) even with the additional compensation of

sound quality in SIMO-ICA-LS. Therefore, we can conclude that the proposed

SIMO-ICA-LS is applicable to binaural signal processing and high-fidelity sound

reproduction systems.
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Figure 14. Results of noise reduction rate in the conventional ICA and the pro-

posed SIMO-ICA-LS, where the reverberation time is 150 ms. The length of the

filter, D, in all methods is set to be 512 taps. In the horizontal axis, the sym-

bols ”M1+M2”–”F1+F2” denote the combinations of speakers, e.g., ”M1” and

”M2” correspond to two different male speakers, and ”F1” and ”F2” correspond

to two different female speakers. Thus, for example, ”M1+F2” corresponds to

the male-female combination.

4.6 Experiments and results for three-source case

4.6.1 Experimental conditions

In this section, we consider a case of K = L = 3. A three-element array with an

interelement spacing of 4 cm is assumed. The speech signals are assumed to arrive

from three directions, −30◦, 0◦, and 40◦. The distance between the microphone

array and the loudspeakers is 1.15 m. The same speech samples (two males and

two females) as described in the previous Section 4 are used, and we obtain 4

combinations. In order to generate the room impulse responses, we use the image

method [37] assuming the artificial room as shown in Fig. ??, where the RT is
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Figure 15. Layout of reverberant room used in experiment. The reverberation

time of this room is 150 ms.

set to be 150 ms.

The length of w(n) is set to be 1024, and the initial value is Null-Beamformer

whose directional null is steered to −60◦, 5◦, and 60◦. The number of iterations

in ICA is 20000.

4.6.2 Experimental results and discussion for two-source case

Figures 16–18, show the results of NRR, SQ and SA for different speaker combi-

nations. The bars on the right of each figure correspond to the averaged results of

each combination. In the averaged scores, compared with the conventional ICA,

the deterioration of NRR is 0.8 dB, but the improvement of SQ is 2.7 dB, and

that of SA is 0.5 dB. From these results, we can conclude that the sound quality

of the separated signals in SIMO-ICA is superior to that of the separated signals

in the conventional ICA-based method. This is a promising evidence that the

proposed SIMO-ICA algorithm can work even in the case of K = L = 3 as well

as K = L = 2.
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Figure 16. Results of noise reduction rate in the conventional ICA and the pro-

posed SIMO-ICA-LS, where the reverberation time is 150 ms. The length of the

filter, D, in all methods is set to be 1024 taps. In the horizontal axis, the symbols

”M1+M2”–”F1+F2” denote the combinations of speakers, e.g., ”M1” and ”M2”

correspond to two different male speakers, and ”F1” and ”F2” correspond to two

different female speakers.

4.7 Conclusion

We propose a new blind separation framework for SIMO-model-based acoustic

signals using the extended ICA algorithm, SIMO-ICA. SIMO-ICA is an algorithm

for separating the mixed signals, not into monaural source signals but into SIMO-

model-based signals of independent sources without loss of their spatial qualities.

In this chapter, we design the fidelity controller of SIMO-ICA using the least

squares criterion. In order to evaluate its effectiveness, separation experiments

are carried out using two microphones and two sources under the condition that

the RTs is set to be 150 ms. The experimental results reveal that the signal

separation performance of the proposed SIMO-ICA is the same as that of the

conventional ICA-based method, and the spatial qualities of the separated sound
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Figure 17. Results of noise reduction rate in the conventional ICA and the pro-

posed SIMO-ICA-LS, where the reverberation time is 150 ms. The length of the

filter, D, in all methods is set to be 1024 taps. In the horizontal axis, the symbols

”M1+M2”–”F1+F2” denote the combinations of speakers, e.g., ”M1” and ”M2”

correspond to two different male speakers, and ”F1” and ”F2” correspond to two

different female speakers.

in SIMO-ICA are remarkably superior to that in the conventional ICA-based

method. Therefore, we can conclude that the proposed SIMO-ICA is applicable

to binaural signal processing and high-fidelity sound reproduction systems.
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Figure 18. Results of noise reduction rate in the conventional ICA and the pro-

posed SIMO-ICA-LS, where the reverberation time is 150 ms. The length of

the filter, D, in all methods is set to be 1024 taps. In the horizontal axis, the

symbols ”M1+M2+F1”–”M2+F1+F2” denote the combinations of speakers, e.g.,

”M1” and ”M2” correspond to two different male speakers, and ”F1” and ”F2”

correspond to two different female speakers.
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5. SIMO-ICA with information geometric crite-

rion (SIMO-ICA-IG)

5.1 Introduction

In the previous chapter, we have discussed one type of SIMO-ICA algorithm, the

so-called SIMO-ICA with the least squares criterion (SIMO-ICA-LS). The SIMO-

ICA-LS consists of multiple ICA parts and a fidelity controller, and each ICA runs

in parallel under the fidelity control of the entire separation system. Each of the

ICA parts are driven by information-geometry theory, whereas the fidelity con-

troller is based on the least squares criterion which is a different class of criterion

from the information-geometric metric. Due to the mismatch between two kinds

of criteria, there is an inherent disadvantage in that an additional balancing pa-

rameter is needed, but the parameter is very sensitive to the convergence in the

iterative learning. To solve the above-mentioned fundamental problem, in this

chapter, we newly propose an SIMO-ICA with an information-geometric learning

algorithm (SIMO-ICA-IG). In this method, the fidelity controller as well as each

of the ICA parts is designed on the basis of information-geometry theory. Namely,

all of the procedures for optimization of the separation filters are conducted by

the information-geometric learning algorithm. In order to evaluate its effective-

ness, separation experiments are carried out under a reverberant condition. The

experimental results reveal that the signal separation performance of the pro-

posed SIMO-ICA-IG is almost the same as those of the conventional ICA and

the previously proposed SIMO-ICA-LS, and the sound quality of the separated

signals in the SIMO-ICA-IG is markedly superior to that in the conventional ICA,

particularly with regard to the spatial quality. In addition, it is confirmed that

the internal parameter setting in the proposed SIMO-ICA-IG does not depend

on the source signals’ properties, unlike that of SIMO-ICA-LS.

The rest of this chapter is organized as follows. In Section 5.2, the proposed

SIMO-ICA-IG is described in detail. In Sections 5.3 and 5.4, the unique solu-

tion and iterative learning rule in the proposed SIMO-ICA-IG are described. In

Sections 5.5 and 5.6, the experimental results are presented. Finally, Section 5.7

conclude this chapter.
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Figure 19. Example of input and output relations in the proposed SIMO-ICA-

IG, where exclusively selected permutation matrices P l are given by Eq. (48).

The SIMO-ICA-IG consists of (L − 1) ICA parts and an information-geometry-

based fidelity controller (virtual ICAL), and each ICA runs in parallel under the

fidelity control of the entire separation system. In this system, the separated

signals maintain their spatial qualities.

5.2 Fidelity controller in SIMO-ICA-IG

In order to improve the SIMO-ICA-LS, we propose a new blind separation method

for SIMO-model-based acoustic signals using the SIMO-ICA-IG. The SIMO-ICA-

IG consists of “(L − 1)” ICA parts and an information-geometry-based fidelity

controller, and each ICA runs in parallel under the fidelity control of the entire

separation system (see Figure 19). In SIMO-ICA-IG, all of the procedures for

optimization of the separation filters are conducted by the information-geometric

learning algorithm, and this can solve the problem of the balancing-parameter

selection (see Section 5.5.3).

The separated signals of the l-th ICA (l = 1, · · · , L− 1) in the SIMO-ICA-IG

are defined by

y(ICAl)(t) = [y
(ICAl)
k (t)]k (64)
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=
D−1
∑

n=0

w(ICAl)(n)x(t − n) (65)

= W (ICA)l(z)x(t), (66)

where w(ICAl)(n) = [w
(ICAl)
ij (n)]ij is the separation filter matrix in the l-th ICA. D

is the filter length of the separation filter w(ICAl)(n) and should be set to enough

large (see Appendix A). Regarding the fidelity controller, we calculate the follow-

ing signal vector, in which all of the elements are to be mutually independent,

y(ICAL)(t) = [y
(ICAL)
k (t)]k (67)

= x(t −
D

2
) −

L−1
∑

l=1

y(ICAl)(t). (68)

Hereafter, we regard y(ICAL)(t) as an output of a virtual “L-th” ICA, and define

its virtual separation filter matrix as

w(ICAL)(n) = Iδ(n −
D

2
) −

L−1
∑

l=1

w(ICAl)(n), (69)

W (ICAL)(z) = Iz−
D
2 −

L−1
∑

l=1

W (ICAl)(z). (70)

On the basis of Eq. (69) and Eq. (70) we can rewrite Eq. (68) as

y(ICAL)(t) =
D−1
∑

n=0

w(ICAL)(n)x(t − n) (71)

= W (ICAL)(z)x(t). (72)

The reason we use the word “virtual ” here is that the L-th ICA does not have

its own separation filters, unlike the other ICAs, and w(ICAL)(n) and W (ICAL)(z)

are subject to w(ICAl)(n) and W (ICAl)(z) (l = 1, · · · , L − 1).

To explicitly show the meaning of the fidelity controller, we rewrite Eq. (68)

as
L

∑

l=1

y(ICAl)(t) − x(t −
D

2
) = [0]k. (73)

Equation (73) expresses a constraint to force the sum of all of the ICAs’ output

vectors
∑L

l=1 y(ICAl)(t) to be the sum of all of the SIMO components [
∑L

l=1 Akl(z)sl(t−

D/2)]k(= x(t−D/2)). Using Eq. (66) and Eq. (68), we can obtain the appropriate

separated signals and maintain their spatial qualities as follows.
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5.3 Unique solution in SIMO-ICA-IG

Theorem: The output signals converge on unique SIMO solutions up to the

permutation P l (l = 1, ..., L) given by following equation, if and only if the

independent sound sources are separated by Eq. (66) and simultaneously the

signals obtained by Eq. (68) are mutually independent.

y(ICAl)(t) = diag
[

A(z)P T
l

]

P ls(t − D/2), (74)

where l = 1, · · · , L and P l (l = 1, ..., L) are exclusively selected permutation

matrices [35] which satisfy

L
∑

l=1

P l = [1]ij. (75)

Proof of Theorem: The necessity is obvious. The sufficiency is shown below.

Let Dl(z) (l = 1, · · · , L) be arbitrary diagonal polynomial matrices and Ql be

arbitrary permutation matrices. The general expression of the l-th ICA’s output

is given by

y(ICAl)(t) = Dl(z)Qls(t −
D

2
). (76)

If Ql are not exclusively selected matrices, i.e.,
∑L

l=1 Ql 6= [1]ij, then there exists

at least one element of
∑L

l=1 y(ICAl)(t) which does not include all of the compo-

nents of sl(t − D/2) (l = 1, ..., L). This obviously makes the left-hand side of

Eq. (73) nonzero because the observed signal vector x(t − D/2) includes all of

the components of sl(t − D/2) in each element. Accordingly, Ql should be P l

specified by Eq. (75), and we obtain

y(ICAl)(t) = Dl(z)P ls(t −
D

2
). (77)

In Eq. (77) under Eq. (75), the arbitrary diagonal matrices Dl(z) can be substi-

tuted by diag[B(z)P T
l ], where B(z) = [Bij(z)]ij is a single arbitrary matrix,

because all diagonal entries of diag[B(z)P T
l ] for all l are also exclusive. Thus,

y(ICAl)(t) = diag
[

B(z)P T
l

]

P ls(t −
D

2
). (78)
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The substitution of Eq. (78) into Eq. (68) leads to the following equation:

diag
[

B(z)P T
L

]

P Ls(t −
D

2
)

= x(t −
D

2
) −

L−1
∑

l=1

diag
[

B(z)P T
l

]

P ls(t −
D

2
), (79)

and consequently

L
∑

l=1

diag
[

B(z)P T
l

]

P ls(t −
D

2
) − x(t −

D

2
)

=

[

L
∑

l=1

Bkl(z)sl(t −
D

2
)

]

k

−

[

L
∑

l=1

Akl(z)sl(t −
D

2
)

]

k

(80)

=

[

L
∑

l=1

{

Bkl(z) − Akl(z)
}

sl(t −
D

2
)

]

k

(81)

= [0]k. (82)

Equation (82) is satisfied if and only if Bkl(z) = Akl(z) for all k and l. Thus,

Eq. (78) results in Eq. (74). This completes the Proof of Theorem.

Obviously, the solutions given by Eq. (74) provide the necessary and sufficient

SIMO components, Akl(z)Sl(t − D/2), for each l-th source. However, condition

(75) allows multiple possibilities for the combination of P l. For example, one

possibility is shown in Figure 19 and this corresponds to

P l = [δim(k,l)]ki, (83)

where δij is Kronecker’s delta function, and

m(k, l) =







k + l − 1 (k + l − 1 ≤ L)

k + l − 1 − L (k + l − 1 > L)
. (84)

In this case, Eq. (74) yields

y(ICAl)(t) =
[

Akm(k,l)(z)sm(k,l)(t −
D

2
)
]

k
. (85)

5.4 Iterative learning rule in SIMO-ICA-IG

In order to obtain Eq. (74), the gradient of KLD of Eq. (68) with respect to

w(ICAl)(n) should be added to the iterative learning rule of the separation filter
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in l-th ICA (l = 1, · · · , L−1). Using Eq. (68), we obtain the partial differentiation

(standard gradient) of KLD(y(ICAL)(t)) with respect to w(ICAl)(n) (l = 1, . . . , L−

1) as

∂KLD(y(ICAL)(t))

∂w(ICAl)(n)
=

[

∂KLD(y(ICAL)(t))

∂w
(ICAL)
ij (n)

·
∂w

(ICAL)
ij (n)

∂w
(ICAl)
ij (n)

]

ij

(86)

=

[

∂KLD(y(ICAL)(t))

∂w
(ICAL)
ij (n)

· (−1)

]

ij

, (87)

where w
(ICAL)
ij (n) is the element of w(ICAL)(n). By replacing ∂KLD(y(ICAL)(t))

/∂w(ICAL)(n) with its natural gradient [28], we modify Eq. (87) as

−
∂KLD(y(ICAL)(t))

∂w(ICAL)(n)
W (ICAL)(z

−1)TW (ICAL)(z)

=
D−1
∑

d=0

{

(

Iδ(n − d) −
〈

ϕ(y(ICAL)(t))y(ICAL)(t − n + d)T
〉

t

}

w(ICAL)(d).

(88)

By inserting Eq. (68) and Eq. (72) into Eq. (88), we obtain

−
∂KLD(y(ICAL)(t))

∂w(ICAL)(n)
W (ICAL)(z

−1)TW (ICAL)(z)

=
D−1
∑

d=0

{

(

Iδ(n − d) −
〈

ϕ(x(t −
D

2
) −

L−1
∑

l=1

y(ICAl)(t))

(

x(t − n + d −
D

2
) −

L−1
∑

l=1

y(ICAl)(t − n + d)
)T〉

t

}

(

Iδ(d −
D

2
) −

L−1
∑

l=1

w(ICAl)(d)
)

. (89)

In order to deal with non-i.i.d. signals, we apply the non-holonomic constraint

to Eq. (89). The natural gradient with the non-holonomic constraint is given as

−
D−1
∑

d=0

{

off-diag
〈

ϕ(x(t −
D

2
) −

L−1
∑

l=1

y(ICAl)(t))

(

x(t − n + d −
D

2
) −

L−1
∑

l=1

y(ICAl)(t − n + d)
)T〉

t

}

(

Iδ(d −
D

2
) −

L−1
∑

l=1

w(ICAl)(d)
)

. (90)
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Thus, the new iterative algorithm of the l-th ICA part (l = 1, · · · , L − 1) in the

SIMO-ICA-IG is given as

w
[j+1]
(ICA1)(n) = w

[j]
(ICA1)(n)

−α
D−1
∑

d=0

[{

off-diag
〈

ϕ(y
[j]
(ICA1)(t))y

[j]
(ICA1)(t − n + d)T

〉

t

}

w
[j]
(ICA1)(d)

−αβ

{

off-diag
〈

ϕ(x(t −
D

2
) −

L−1
∑

l=1

y
[j]
(ICAl)(t))

(

x(t − n + d −
D

2
) −

L−1
∑

l=1

y
[j]
(ICAl)(t − n + d)

)T〉

t

}

(

Iδ(d −
D

2
) −

L−1
∑

l=1

w
[j]
(ICAl)(d)

)

]

, (91)

...

w
[j+1]
(ICAl)(n) = w

[j]
(ICAl)(n)

−α
D−1
∑

d=0

[{

off-diag
〈

ϕ(y
[j]
(ICAl)(t))y

[j]
(ICAl)(t − n + d)T

〉

t

}

w
[j]
(ICAl)(d)

−αβ

{

off-diag
〈

ϕ(x(t −
D

2
) −

L−1
∑

l=1

y
[j]
(ICAl)(t))

(

x(t − n + d −
D

2
) −

L−1
∑

l=1

y
[j]
(ICAl)(t − n + d)

)T〉

t

}

(

Iδ(d −
D

2
) −

L−1
∑

l=1

w
[j]
(ICAl)(d)

)

]

, (92)

...

w
[j+1]
(ICAL−1)(n) = w

[j]
(ICAL−1)(n)

−α
D−1
∑

d=0

[{

off-diag
〈

ϕ(y
[j]
(ICAL−1)(t))y

[j]
(ICAL−1)(t − n + d)T

〉

t

}

w
[j]
(ICAL−1)(d)

−αβ

{

off-diag
〈

ϕ(x(t −
D

2
) −

L−1
∑

l=1

y
[j]
(ICAl)(t))
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(

x(t − n + d −
D

2
) −

L−1
∑

l=1

y
[j]
(ICAl)(t − n + d)

)T〉

t

}

(

Iδ(d −
D

2
) −

L−1
∑

l=1

w
[j]
(ICAl)(d)

)

]

, (93)

where α is the step-size parameter, and β is the balancing parameter. Unlike

Eqs. (52)–(54) in the SIMO-ICA-LS, we can expect that β on the right-hand side

of Eqs. (91)–(93) will result in nearly 1 because the gradient of KLD (the second

term) and the gradient of the fidelity controller (the third term) are comparable

as regards the generation of independent components. This will be shown and

discussed later in Section 5.5 and 5.6

In Eqs. (91)–(93), the updating of w(ICAl)(n) for all l should be simultaneously

performed in parallel in terms of l because each iterative equation is associated

with the others via
∑L−1

l=1 y
[j]
(ICAl)(t). Also, the initial values of w(ICAl)(n) for

all l should be different. If not, each ICA has the same set of inputs and will

produce the same outputs, and this results in an undesired solution. Note that the

distinct initial values of w(ICAl)(n) are indispensable, but do not always guarantee

a complete convergence of the proposed algorithm because of the existence of the

local minimum.

After the iterations, the separated signals should be classified into SIMO com-

ponents of each source because the permutation possibly arises. This can be

easily achieved by using a cross correlation CC(l, l′, k, k′) between time-shifted

separated signals, which is given as Eq. (55).

5.5 Experiments and results using microphone array sig-

nals

5.5.1 Experimental conditions

We carried out the experiments using the same conditions as Section 4.5.1. As

the conventional ICA-based BSS method for comparison, we use 2nd-order ICA

by Parra, NH-ICA by Choi, MDP-ICA by Matsuoka, and SIMO-ICA-LS. The

step-size parameter α was set in the range of 5 × 10−8 ∼ 5 × 10−6. Also, the

balancing parameter β was set in the range of 1 × 10−4 ∼ 1 × 10−1 in MDP-

ICA and SIMO-ICA-LS, and 1× 10−1 ∼ 1× 102 in SIMO-ICA-IG. We select the
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Table 1. The range of the step-size parameter α and the balancing parameter

β in the 2nd-order ICA by Parra, NH-ICA by Choi, ICA using Minimal Dis-

tortion Principle (MDP-ICA) by Matsuoka, SIMO-ICA-LS, and SIMO-ICA-IG.

The step-size parameter control the convergence speed, and the balancing param-

eter control the balance between the cost function about separation and the cost

function about sound quality

Method step-size parameter α balancing parameter β

2nd-order ICA 1 × 10−8 ∼ 1 × 10−2 –

NH-ICA 5 × 10−8 ∼ 5 × 10−6 –

MDP-ICA 5 × 10−8 ∼ 5 × 10−6 1 × 10−4 ∼ 1 × 10−1

SIMO-ICA-LS 5 × 10−8 ∼ 5 × 10−6 1 × 10−4 ∼ 1 × 10−1

SIMO-ICA-IG 5 × 10−8 ∼ 5 × 10−6 1 × 10−1 ∼ 1 × 102

optima which give the best performance.

5.5.2 Experimental results and discussion on SA

Figures 20 (a)–(g) show the results of SA for different speaker combinations and

average of them in the conventional 2nd-order ICA by Parra, NH-ICA by Choi,

MDP-ICA by Matsuoka, MDP-ICA (β = 2.0 × 10−4), SIMO-ICA-LS, SIMO-

ICA-LS (β = 2.0 × 10−4), the proposed SIMO-ICA-IG, SIMO-ICA-IG (β = 1).

In these figures, the symbols ”M1+M2”–”F1+F2” denote the combinations of

speakers, e.g., ”M1” and ”M2” correspond to two different male speakers, and

”F1” and ”F2” correspond to two different female speakers. Thus, for example,

”M1+F2” corresponds to the male-female combination.

In the averaged scores, compared with the conventional 2nd-order ICA, NH-

ICA, and MDP-ICA, the improvement of SA in the SIMO-ICA-IG is 5.4 dB,

5.0 dB, and 2.4 dB respectively. Thus, it is revealed that the performance of

SIMO-ICA-IG is superior to those of conventional methods.

Regarding the comparison between the proposed SIMO-ICA-IG and SIMO-

ICA-LS, we can only confirm a minimal superiority of the proposed SIMO-ICA-IG
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Figure 20. Results of SIMO-model accuracy in the conventional 2nd-order ICA

by Parra, NH-ICA by Choi, MDP-ICA by Matsuoka, SIMO-ICA-LS, and the

proposed SIMO-ICA-IG, where the reverberation time is 150 ms. The length of

the filter, D, in all methods is set to be 512 taps. In this figure (a)–(f), the symbols

”M1+M2”–”F1+F2” denote the combinations of speakers, e.g., ”M1” and ”M2”

correspond to two different male speakers, and ”F1” and ”F2” correspond to

two different female speakers. Thus, for example, ”M1+F2” corresponds to the

male-female combination.
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Figure 21. Optimum combination of step-size parameters α and balancing pa-

rameter β in MDP-ICA for different speaker combinations. Plotted symbols

correspond to six speaker combinations as depicted in Figures. 20 (a)–(f).
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Figure 22. Optimum combination of step-size parameters α and balancing pa-

rameter β in SIMO-ICA-LS for different speaker combinations. Plotted symbols

correspond to six speaker combinations as depicted in Figures. 20 (a)–(f).
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Figure 23. Optimum combination of step-size parameters α and balancing pa-

rameter β in SIMO-ICA-IG for different speaker combinations. Plotted symbols

correspond to six speaker combinations as depicted in Figures. 20 (a)–(f).

as far as SA is concerned. In the next section, however, we show another con-

siderable advantage of the SIMO-ICA-IG related to the sensitivity of a balancing

parameter setting.

5.5.3 Results and discussion on balancing parameter settings

Figures 21–23 show the combinations of optimum step-size parameter α and the

balancing parameter β for different speaker combinations in MDP-ICA, SIMO-

ICA-LS, and SIMO-ICA-IG. From these results, the optimum step-size parameter

α in all methods is within the range between 5.0 × 10−8 and 1.0 × 10−6.

In Figure 21, the optimum balancing parameter β in the MDP-ICA is dis-

persed in a wide range between 3.0 × 10−4 and 1.0 × 10−3. Also, in Figure 22,

the optimum balancing parameter β in the SIMO-ICA-LS is dispersed in a wide

range between 3.0 × 10−4 and 1.5 × 10−2. In Figure 23, however, the optimum

balancing parameter β in the SIMO-ICA-IG is within the range between 1.0 and

1.2, i.e., it is almost 1. From this result, the range of balancing parameter β in
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Figure 24. Layout of reverberant room used in experiments.Reverberation time

of this room is 200 ms.

the SIMO-ICA-IG is narrower than that in the MDP-ICA and SIMO-ICA-LS,

and consequently the parameter setting in the SIMO-ICA-IG does not depend on

the source signals’ properties. In addition, we can confirm an attractive feature

that β in the SIMO-ICA-IG is negligible. In fact, SA in the SIMO-ICA-IG with

β = 1 were almost the same as those in Figures 20 (a)–(g) unlike MDP-ICA and

SIMO-ICA-LS. That is to say, the proposed SIMO-ICA-IG is a more stable and

easy-to-use algorithm than the MDP-ICA and SIMO-ICA-LS.
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Table 2. The range of the step-size parameter α and the balancing parameter

β in the 2nd-order ICA by Parra, NH-ICA by Choi, ICA using Minimal Dis-

tortion Principle (MDP-ICA) by Matsuoka, SIMO-ICA-LS, and SIMO-ICA-IG.

The step-size parameter control the convergence speed, and the balancing param-

eter control the balance between the cost function about separation and the cost

function about sound quality

Method step-size parameter α balancing parameter β

2nd-order ICA 1 × 10−8 ∼ 1 × 10−2 –

NH-ICA 5 × 10−8 ∼ 5 × 10−6 –

MDP-ICA 5 × 10−8 ∼ 5 × 10−6 1 × 10−4 ∼ 1 × 10−1

SIMO-ICA-LS 5 × 10−8 ∼ 5 × 10−6 1 × 10−4 ∼ 1 × 10−1

SIMO-ICA-IG 5 × 10−8 ∼ 5 × 10−6 1 × 10−1 ∼ 1 × 102

5.6 Experiments and results using mixed binaural signals

5.6.1 Experimental conditions

We carried out binaural-sound-separation experiments using source signals which

are convolved with impulse responses recorded with a head and torso simulator

(HATS) (Brüel & Kjær) in the experimental room illustrated in Figure 24. The

reverberation time in this room is 200 ms. Two speech signals are assumed to

arrive from different directions, θ1 and θ2; θ1 = −30◦ and θ2 = 45◦. The distance

between the HATS and the sound source is 1.5 m. The sampling frequency is 8

kHz and the length of each speech sample is limited to 3 seconds. The length of

w(n) in each method is 1024, and the initial values are given by the inverse of

the HRTF matrix (see Section. 6.3) whose directions of sources, θ̂init1 and θ̂init2,

are −60◦ and 60◦, respectively. The step-size parameters α is 5.0 × 10−2 and

1.0 × 10−6, respectively. SIMO-model accuracy (SA) is used as an evaluation

score. In each method, the step-size parameter α and balancing parameter β are

changed in the range as following table 2.

49



5.6.2 Experimental results and discussion on SA

Figures 25 (a)–(g) provides the results of SIMO-model accuracy for each speaker

combination and average of them in 2nd-order ICA by Parra, NH-ICA by Choi,

MDP-ICA by Matsuoka, SIMO-ICA-LS, SIMO-ICA-IG,and SIMO-ICA-IG (β =

1). As shown in this figure, the proposed SIMO-ICA-IG consistently outperforms

the conventional ICA. In the averaged scores, compared with the conventional

2nd-order ICA, NH-ICA, MDP-ICA, and SIMO-ICA-LS, the improvement of SA

in the SIMO-ICA-IG is 8.4 dB, 7.6 dB, 3.4 dB, and 4.4 dB, respectively.

5.6.3 Results and discussion on balancing parameter settings

In Figures. 26–27, the optimum balancing parameter β in MDP-ICA and SIMO-

ICA-LS is dispersed in the huge range between 1.0 × 10−4 and 1.0 × 10−3, and

1.0 × 10−5 and 5.0 × 10−4. In Figure 28, however, the optimum balancing pa-

rameter β in SIMO-ICA-IG is within the range between 0.8 to 2.0, i.e., almost

around 1. From these results, the range of balancing parameter β in SIMO-ICA-

IG is narrower than that in MDP-ICA and SIMO-ICA-LS, and consequently the

parameter setting in SIMO-ICA-IG does not depend on the source signals’ prop-

erties. In addition, we can mention the attractive feature that β in SIMO-ICA-IG

is negligible because the separation performance of SIMO-ICA-IG with β = 1 is

almost the same as that of optimal SIMO-ICA-IG (see white bars in Figure 25).

Overall, the results indicate that the proposed SIMO-ICA-IG outperforms

other methods, and there is no deterioration in performance of SIMO-ICA-IG

even if the balancing parameter β is set to 1.

5.7 Conclusion

We propose a new single-input multiple-output (SIMO)-model-based ICA with

an information-geometric learning algorithm for high-fidelity blind source sep-

aration. The SIMO-ICA-IG is an algorithm for separating mixed signals, not

into monaural source signals but into SIMO-model-based signals of independent

sources without loss of their spatial qualities. The SIMO-ICA-IG consists of mul-

tiple ICA parts and a fidelity controller, and all of the procedures are conducted

on the basis of the information-geometry theory. Hence the proposed SIMO-
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2nd-order ICA by Parra

SIMO-ICA-LS 

SIMO-ICA-IG

NH-ICA by Choi

MDP-ICA by Matsuoka

SIMO-ICA-IG (β=1) 

Figure 25. Results of SIMO-model accuracy in the 2nd-order ICA by Parra,

NH-ICA by Choi, MDP-ICA by Matsuoka, SIMO-ICA-LS, and the proposed

SIMO-ICA-IG, where the reverberation time is 200 ms. The length of the filter,

D, in all methods is set to be 1024 taps. In the horizontal axis, the symbols

”M1+M2”–”F1+F2” denote the combinations of speakers, e.g., ”M1” and ”M2”

correspond to two different male speakers, and ”F1” and ”F2” correspond to

two different female speakers. Thus, for example, ”M1+F2” corresponds to the

male-female combination.
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Figure 26. Optimum combination of step-size parameters α and balancing pa-

rameter β in MDP-ICA for different speaker combinations. Plotted symbols

correspond to six speaker combinations as depicted in Figs. 25.
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Figure 27. Optimum combination of step-size parameters α and balancing pa-

rameter β in SIMO-ICA-LS for different speaker combinations. Plotted symbols

correspond to six speaker combinations as depicted in Figs. 25.

52



�	��

������� ��
��������
��
���
��! 
"$#% #
&'( &)
* #+#
,-. -
+/

021435076 0214398:1 0214398;6 076<398:1 076<398;6 8:14398=6

>@?BADC
>@?7E
>@? C
>@?BF

>@? A G >@? A H >@? A I >@? A J�	��

������� ��
��������
��
���
��! 
"$#% #
&'( &)
* #+#
,-. -
+/

021435076 0214398:1 0214398;6 076<398:1 076<398;6 8:14398=6

>@?BADC
>@?7E
>@? C
>@?BF

>@? A G >@? A H >@? A I >@? A J

Figure 28. Optimum combination of step-size parameters α and balancing pa-

rameter β in SIMO-ICA-IG for different speaker combinations. Plotted symbols

correspond to six speaker combinations as depicted in Figs. 25.

ICA-IG is free from deterioration due to mismatching among multiple criteria

in ICAs and fidelity controller. In order to evaluate its effectiveness, separation

experiments are carried out using two kinds of the mixed signals; one is mixed

microphone array signals under a reverberant condition and the other is mixed

binaural signals under another reverberant condition. The experimental results

reveal the following.

• The SIMO-model accuracy of the proposed SIMO-ICA-IG is superior to

those of the conventional 2nd-order ICA, NH-ICA, MDP-ICA.

• The SIMO-model accuracy of the proposed SIMO-ICA-IG is almost the

same as that of SIMO-ICA-LS.

• It is confirmed that the balancing parameter setting in the proposed SIMO-

ICA-IG does not depend on the source signals’ properties. Although SIMO-

ICA-LS is very sensitive to the balancing parameter setting, the balancing

parameter in the proposed SIMO-ICA-IG can be almost negligible.
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From these findings, we can conclude that the proposed SIMO-ICA-IG has great

potential for application to high-fidelity signal processing systems, and has a good

robustness against parameter setting.
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6. Blind decomposition of mixed binaural sound

using SIMO-ICA with self-generator for initial

filter

6.1 Introduction

In this section, we address the blind separation problem of mixed binaural sig-

nals, and we propose a novel blind separation method, in which a self-generator

for initial filters of SIMO-ICA is implemented. The original SIMO-ICA which

is discussed in Section 4–5 can separate mixed signals, not into monaural source

signals but into SIMO-model-based signals from independent sources as they are

at the microphones. Although this attractive feature of SIMO-ICA is beneficial to

the binaural sound separation, the original SIMO-ICA has a serious drawback in

its high sensitivity to the initial settings of the separation filter. In the proposed

method, the self-generator for the initial filter (SG) functions as the preprocessor

of SIMO-ICA, and thus it can provide a valid initial filter for SIMO-ICA. The

SG is still a blind process because it mainly consists of a frequency-domain ICA

(FDICA) part and the direction of arrival (DOA) estimation part which is driven

by the separated outputs of the FDICA. To evaluate its effectiveness, binau-

ral sound separation experiments are carried out under a reverberant condition.

The experimental results reveal that the separation performance of the proposed

method is superior to those of the conventional methods.

6.2 Motivation and strategy

The SIMO-ICA algorithm has the drawback of arbitrariness with respect to the

initial value of the separation filter, and also that the separation performance of

this method is deteriorated by an irrelevant initial value. Thus, the development

of the self-generation of effective initial filters is a problem demanding attention.

Meanwhile, the transfer function in binaural mixing is roughly divided into

the room transfer function and HRTF. Since the former depends on the compo-

nents of the direct sound, the reflection sound, and reverberation, it is generally

unknown in a blind setup. However, the latter depends on the only DOAs of
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sources and can be previously known because HRTF is an inherent feature in

the recording apparatus itself and can be approximately measured by using, for

example, a dummy head. Thus, HRTF is an important factor which solves the

blind separation problem of mixed binaural signals, and we can use HRTF as the

valid initial value in the separation filter matrix if the DOAs of sources can be

known in advance.

These findings motivated us to combine FDICA with projection back (FDICA-

PB) and DOA estimation as the self-generation system for the initial value of

SIMO-ICA. First, we set the initial value of the separation filter in FDICA-PB

using arbitrary DOAs of sources, and perform the FDICA-PB to separate the

observed signals to certain extent. After FDICA-PB, we estimate the DOAs of

sources on the basis of the output of FDICA-PB blindly. Then, this generator

resets the valid initial value of the separation filter on the basis of the estimated

DOAs of sources, and re-optimizes the filter via FDICA-PB. In this procedure,

a matrix bank of previously measured HRTFs for multiple DOAs is supplied

to generate the valid initial filter. The important methodology required here is

an accurate DOA estimation of sources. The SIMO-output algorithm offers the

advantage that the output signals maintain the spatial qualities of each source.

Thus, the output signals of FDICA-PB, which is one of the SIMO-output BSS,

are synchronized with the observed signals, i.e., the time alignment has been

taken. We can detect the single talk segments in the observed signals by looking

at the SIMO-output signals of FDICA-PB, and estimate the DOAs of sources by

using the specific observed signals’ durations correspond to these segments.

6.3 Algorithm

The proposed algorithm is conducted with the following steps.

[Step 0: Early Initialization] Set DOAs of sources θ̂i to early initial (arbi-

trary) values, θ̂initi.

[Step 1: HRTF Matrix Bank] The HRTF matrix bank consists of multiple

HRTF matrices. The single HRTF matrix for θ1 and θ2 is given as

H(θ1, θ2, f) =





HL(θ1, f) HL(θ2, f)

HR(θ1, f) HR(θ2, f)



 , (94)
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Figure 29. Configuration of SIMO-ICA with self-generator for initial filer.
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where HL(θ, f) is the HRTF between the left ear and the source whose direction

is θ, and HR(θ, f) is that between the right ear and the same source. To construct

the HRTF matrix bank, we prepare the multiple HRTF matrices in advance by

changing θ1 and θ2. Using the HRTF matrix bank and the DOAs of sources, we

can automatically generate the valid initial value for FDICA as follows:

W
[0]
(FD)(f) = H−1(θ̂1, θ̂2, f). (95)

Note that the initial value is not an optimal separation filter matrix under a

reverberant condition, but the separation filter matrix can be finally optimized

through ICA iterations.

[Step 2: FDICA-PB [14]] Murata et al. have proposed an FDICA-PB method

which can estimate the SIMO components of the observed signals on the basis

of the monaural outputs of FDICA. In this method, first, the separation filter

matrix W (FD)(f) in the frequency domain is optimized to the separate source

signals to obtain the monaural signals. The separated signals Y (FD)(f, t) in the

time-frequency domain are expressed as

Y (FD)(f, t) = W (FD)(f)X(f, t), (96)

where X(f, t) is the observed signal vector which is calculated by means of a

frame-by-frame discrete Fourier transform (DFT). The iterative learning algo-

rithm is expressed as

W
[i+1]
(FD)(f) = W

[i]
(FD)(f) + η

{

I −
〈

Φ(Y
[i]
(FD)(f, t))Y

[i]
(FD)(f, t)H

〉

t

}

W
[i]
(FD)(f),

(97)

where the initial value of W (FD)(f) is given by Eq. (95). However, the output

signals of FDICA given by Eq. (96) are monaural signals with respect to the sound

sources, not SIMO-model-based signals. Thus, using the following equations, we

project the separation filter onto the SIMO separation filters.

w(PB1)(n) = IDFT
[

diag
{

W−1
(FD)(f)

}

W (FD)(f)
]

, (98)

w(PB2)(n) = IDFT
[

off-diag
{

W−1
(FD)(f)

}

W (FD)(f)
]

, (99)

where IDFT[·] represents an inverse DFT with the circular time shift of the D/2

samples. The separated signals of FDICA-PB in the time domain are expressed
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Figure 30. Example of the observed signals recorded at the microphones. From

these signals, it is difficult to estimate the single talk segments.

as

y(PBi)(t) = [y
(PBi)
k (t)]k (100)

=
D−1
∑

n=0

w(PBi)(n)x(t − n) (101)

= W (PBi)(z)x(t). (102)

y(PBi)(t) is a good approximation of the SIMO solution in Eq. (37) without per-

mutation

[Step 3: Single Talk Detection] In order to detect the single talk segments

of the observed signals, we divide the observed signals and output signals of

FDICA-PB into multiple frames. Each frame of these signals is expressed as

x(u, v) = x(u + (v − 1) × U), (103)

y(PBi)(u, v) = y(PBi)(u + (v − 1) × U), (104)
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Figure 31. Example of output signals in the FDICA-PB. The output signals (a)

and (b) is the estimated binaural signals from the source 1 at left and right ear,

and the output signals (c) and (d) is the estimated binaural signals from the

source 2 at left and right ear. From these signals, it is easy to estimate the single

talk segments of the observed signals.
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where u is the time index in a frame, U is the number of samples in a frame, v is

the frame index. Each single talk segment V i of the observed signals is detected

on the basis of the following criteria:

V 1 =
{

v|Q
(PB1)
1 (v) > T ; Q

(PB2)
2 (v) > T ; Q

(PB1)
2 (v) < T ; Q

(PB2)
1 (v) < T

}

,

(105)

V 2 =
{

v|Q
(PB1)
1 (v) < T ; Q

(PB2)
2 (v) < T ; Q

(PB1)
2 (v) > T ; Q

(PB2)
1 (v) > T

}

,

(106)

Q
(PBi)
k (v) = 10 log10

∑U
u=1 |y

(PBi)
k (u, v)|2

max
v

{

∑U
u=1 |y

(PBi)
k (u, v)|2

} , (107)

where T is a threshold which is experimentally determined.

[Step 4: DOA Estimation Using Single Talk Segments] We can obtain

the DOAs θ̂i of sources by using the single talk segments. The estimated angle

θ̂i is given as

θ̂i = arg max
θ

{〈

∑

f

X1(f, v)X2(f, v)He−
j2πfd sin θ

c

〉

v∈Vi

}

, (108)

where 〈·〉v∈V is the frame-averaging operator which is composed of elements v

in single talk segments V . Thus, we can obtain the valid initial value of the

separation filter matrix using these estimated values, θ̂1 and θ̂2.

[Step 5: Re-Optimization] Using the DOAs of the sources estimated with

Eq. (108), we reset the initial value of the separation filter, and re-optimize that

in FDICA-PB (execute [Steps 1 and 2] again).

[Step 6: SIMO-ICA] Optimize the separation filter matrices w(ICA) (n) and

w(FC)(n) in the time domain, by using Eqs. (91)–Eqs. (93) to enhance the target

components further. The separation filter matrices, Eqs. (98) and (99), are used

as the initial values of the separation filter matrices w(ICA)(n) and w(FC)(n) in

SIMO-ICA, i.e.,

w
[0]
(ICA)(n) = w(PB1)(n) (109)

w
[0]
(FC)(n) = w(PB2)(n) (110)

If the early initialization, HRTF matrix bank, FDICA-PB, and SIMO-ICA

([Step 0–2, 6]) are executed without single talk detection, DOA estimation,
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Table 3. The number of iterations in SIMO-ICA-IG, FDICA-PB, MS-SIMO-ICA,

proposed SIMO-ICA with self-generator for initial filter

FDICA part TDICA part

SIMO-ICA-IG – 5000

FDICA-PB 1000 –

MS-SIMO-ICA 1000 100

Proposed SIMO-ICA 500 (in Step 2)

with self-generator + 500 (in Step 5) 100

for initial filter

nor re-optimization ([Step 3–5]), this algorithm corresponds to the multistage

SIMO-ICA (MS-SIMO-ICA) algorithm [32] which has previously been proposed

by one of the present authors. The difference between the proposed method and

MS-SIMO-ICA will be discussed in the next section.

6.4 Experiments and results

6.4.1 Experimental conditions

We carried out binaural-sound-separation experiments using source signals which

are convolved with impulse responses recorded with a head and torso simula-

tor (HATS) (Brüel & Kjær) in the experimental room illustrated in Figure 24.

Two speech signals are assumed to arrive from different directions, θ1 and θ2; θ1 =

{−90◦,−75◦,−60◦,−45◦,−30◦,−15◦, 0◦} and θ2 = {0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦}.

The early initial values are given by the inverse of the HRTF matrix whose di-

rections of sources, θ̂init1 and θ̂init2, are −60◦ and 60◦, respectively. The step-size

parameters α and η are 5.0 × 10−2 and 1.0 × 10−6, respectively. SIMO-model

accuracy (SA) is used as an evaluation score.
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Figure 32. Experimental results of SIMO-model accuracy in SIMO-ICA, FDICA-

PB, MS-SIMO-ICA, the proposed self-generator for the initial filter, and the

proposed SIMO-ICA with the self-generator for two-speech mixture separation,

where the direction of sound source 1 is 0◦.
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Figure 33. Experimental results of SIMO-model accuracy in SIMO-ICA, FDICA-

PB, MS-SIMO-ICA, the proposed self-generator for the initial filter, and the

proposed SIMO-ICA with the self-generator for two-speech mixture separation,

where the direction of sound source 1 is −15◦.
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Figure 34. Experimental results of SIMO-model accuracy in SIMO-ICA, FDICA-

PB, MS-SIMO-ICA, the proposed self-generator for the initial filter, and the

proposed SIMO-ICA with the self-generator for two-speech mixture separation,

where the direction of sound source 1 is −30◦.
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Figure 35. Experimental results of SIMO-model accuracy in SIMO-ICA, FDICA-

PB, MS-SIMO-ICA, the proposed self-generator for the initial filter, and the

proposed SIMO-ICA with the self-generator for two-speech mixture separation,

where the direction of sound source 1 is −45◦.
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Figure 36. Experimental results of SIMO-model accuracy in SIMO-ICA, FDICA-

PB, MS-SIMO-ICA, the proposed self-generator for the initial filter, and the

proposed SIMO-ICA with the self-generator for two-speech mixture separation,

where the direction of sound source 1 is −60◦.
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Figure 37. Experimental results of SIMO-model accuracy in SIMO-ICA, FDICA-

PB, MS-SIMO-ICA, the proposed self-generator for the initial filter, and the

proposed SIMO-ICA with the self-generator for two-speech mixture separation,

where the direction of sound source 1 is −75◦n.
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Figure 38. Experimental results of SIMO-model accuracy in SIMO-ICA, FDICA-

PB, MS-SIMO-ICA, the proposed self-generator for the initial filter, and the

proposed SIMO-ICA with the self-generator for two-speech mixture separation,

where the direction of sound source 1 is −90◦.

6.4.2 Experiments for separation of two speech mixtures

We used the speech signals spoken by two male and two female speakers as nonsta-

tionary source samples. Using these sentences, we obtain 12 combinations. With

respect to the conventional ICA, for comparison, we use SIMO-ICA, FDICA-PB,

and MS-SIMO-ICA. The number of iterations in each method is listed in Table 3;

these are sufficient for filter updating in ICA.

Figures 32–38 show the results of SA for different θ1 and θ2. These are the

averaged scores for all speaker combinations. The following points are revealed.

• When θ2 is smaller than 45◦, separation performances in the proposed

SIMO-ICA with self-generator for the initial filter are superior to those

in the conventional methods regardless of θ1, except for the trivial case of

θ1 = θ2 = 0.

• The performances of the proposed SIMO-ICA with the self-generator can

be remarkably improved, particularly when the angle between the speakers
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is narrow, for example, θ1 = 0◦ ∼ −45◦ and θ2 = 0◦ ∼ 30◦. Also, the

performances in the self-generator itself are superior to those of FDICA-

PB. This means that the self-generator can contribute to the improvement

of performances in the whole separation system.

• When θ2 is larger than 45◦, the separation performances of the proposed

SIMO-ICA with the self-generator are almost the same as those of the

conventional method.

DOA estimation for the separated sources is carried out in each method to

evaluate the spatial qualities directly. The DOAs of the sources are detected

by using a cross-correlation-based DOA estimation technique which is applied to

the extracted SIMO-model-based signals. Figures 39–41 show the errors of DOA

estimation for different θ1 and θ2; θ1 = {−30◦,−15◦, 0◦} and θ2 = {0◦, 15◦, 30◦}.

The scores are the averages in terms of all speaker combinations. These results

indicate that the errors of the DOA estimation in outputs of the proposed self-

generator is less than those of FDICA-PB. Indeed, the averaged error of DOA

estimation using single talk segments (in Step. 4) is 0.6 degree. This finding is

well consistent with the result of SA.

Overall it can be asserted that the proposed algorithm for the self-generation

of initial values works effectively and increases the SIMO-ICA’s separation per-

formance.

6.4.3 Experiments for separation of speech and noise mixtures

In order to evaluate the effectiveness of the proposed method with respect to

various source conditions, we carried out separation experiments using the bin-

aural mixing of speech and human-speech-like noise (HSLN) [40]. HSLN is a kind

of bubble noise and is generated by superposing independent speech signals. By

changing the number of superpositions, we can simulate various noise conditions.

When the number of superpositions is set to be around 10, HSLN becomes a

nonstationary signal which sounds like bubble noise. When the number of su-

perpositions is set to be more than 100, HSLN results in colored stationary noise

while preserving the long-time spectrum of human speech. In this experiment, we

set the numbers of superpositions to 8 (bubble noise) and 128 (stationary noise),
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Figure 39. Error of DOA estimation in SIMO-ICA, FDICA-PB, MS-SIMO-ICA,

the proposed self-generator for the initial filter, and the proposed SIMO-ICA with

the self generator for two-speech mixture separation, where the direction of sound

source 1 is 0◦.
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the self generator for two-speech mixture separation, where the direction of sound

source 1 is −30◦.

and we obtain the eight combinations for each type of noise.

Figures 42–48 and 49–55 show the results of SA for the conventional MS-

SIMO-ICA and the proposed method, where the numbers of superpositions in

HSLN are 8 and 128. These figures show the averaged scores of eight combi-

nations. From Figure 42–48 (bubble noise case), if θ1 is larger than −30◦ and

simultaneously θ2 is smaller than 30◦, the separation performances in the proposed

method are superior to those in the conventional method, except for the trivial

case of θ1 = θ2 = 0. Otherwise, the separation performances of the proposed

method are almost the same as those of the conventional method. Meanwhile,

from Figure 49–55 (stationary noise case), the separation performances of the pro-

posed method are almost the same as those of the conventional method under all

conditions of θ1 and θ2. These results indicate that the proposed self-initial-value

generator is still applicable to and effective in the nonstationary noise reduction,

where single-talk detection for the noise is likely to be successful. As for the

stationary noise reduction, there are no obvious improvements in the proposed
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Figure 42. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is 0◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 8 (bubble noise case).
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Figure 43. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is −15◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 8 (bubble noise case).
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Figure 44. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is −30◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 8 (bubble noise case).
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Figure 45. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is −45◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 8 (bubble noise case).
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Figure 46. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is −60◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 8 (bubble noise case).
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Figure 47. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is −75◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 8 (bubble noise case).
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Figure 48. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is −90◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 8 (bubble noise case).

method, but also no deterioration; this means that the proposed method has

no serious side-effects. In summary, the proposed idea of the self-generation for

initial values is widely beneficial for application to various sounds.

6.4.4 Robustness against HRTF mismatch

Here we evaluate the robustness of the proposed method against mismatch be-

tween the mixing process and the HRTF matrix bank in the proposed system.

Our measured transfer function which contains both HRTF of the HATS and the

room reverberation (see Figure 3) is used as the mixing system in this experi-

ment, like the previous experiments. With respect to the HRTFs used in Step 2

of the proposed method, we replace the previous HRTF database measured by

ourselves (hereafter we call this the NAIST HRTF database) with the alternative

MIT HRTF database [41] which is recorded with KEMAR dummy head. The

NAIST HRTF database is matched with the mixing system, but the MIT HRTF

database is a mismatched one.
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Figure 49. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is 0◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 128 (stationary noise case).
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Figure 50. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is 0◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 128 (stationary noise case).
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Figure 51. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is 0◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 128 (stationary noise case).
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Figure 52. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is 0◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 128 (stationary noise case).
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Figure 53. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is 0◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 128 (stationary noise case).
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Figure 54. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is 0◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 128 (stationary noise case).
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Figure 55. Experimental results of MS-SIMO-ICA and the proposed method,

where the direction of sound source 1 is 0◦. The source signals are speech and

HSLN. The number of superpositions in HSLN is 128 (stationary noise case).

Figure 56–62 shows the results of SA for different θ1 and θ2, where the following

methods are compared.

(a) The conventional FDICA-PB, for reference,

(b) The conventional MS-SIMO-ICA, for reference,

(c) the proposed method with the NAIST HRTF database (matched case),

(d) the proposed method with the MIT HRTF database (mismatched case).

According to results of (a) the conventional FDICA-PB, (b) the conventional MS-

SIMO-ICA, and (d) the proposed SIMO-ICA-SG with the mismatched HRTF

database, the performances of the proposed method with the mismatched HRTF

database are still superior to those of the conventional methods. According to

results of (c) the proposed SIMO-ICA-SG with the matched HRTF database, (d)

the proposed SIMO-ICA-SG with the mismatched HRTF database, the perfor-

mances of the proposed method with the mismatched HRTF database are almost
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Figure 56. Experimental results of SA using the different HRTF database, where

the direction of sound source 1 is 0◦. The mixing system is our measured transfer

function which contains both HRTF of HATS and room reverberation (see Fig-

ure 24). In this experiment, we use the MIT HRTF database as the mismatched

one.
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Figure 57. Experimental results of SA using the different HRTF database, where

the direction of sound source 1 is −15◦. The mixing system is our measured

transfer function which contains both HRTF of HATS and room reverberation

(see Figure 24). In this experiment, we use the MIT HRTF database as the

mismatched one.
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Figure 58. Experimental results of SA using the different HRTF database, where

the direction of sound source 1 is −30◦. The mixing system is our measured

transfer function which contains both HRTF of HATS and room reverberation

(see Figure 24). In this experiment, we use the MIT HRTF database as the

mismatched one.
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Figure 59. Experimental results of SA using the different HRTF database, where

the direction of sound source 1 is −45◦. The mixing system is our measured

transfer function which contains both HRTF of HATS and room reverberation

(see Figure 24). In this experiment, we use the MIT HRTF database as the

mismatched one.
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Figure 60. Experimental results of SA using the different HRTF database, where

the direction of sound source 1 is −60◦. The mixing system is our measured

transfer function which contains both HRTF of HATS and room reverberation

(see Figure 24). In this experiment, we use the MIT HRTF database as the

mismatched one.

�
�
�F�
� �
�6�
� �

� � � � � � �   � ¡ � ¢ �
£_¤ ¥S¦>§9¨K¤ ©fªg©9«�¬6©�­.¥S§>¦�®�¯	°f¦�±
²

³´µ
¶�·µ
¸¹ º
»¼
½½ ¾
¿À
½ ÁÂ
¹ÃÄ

Å#Æ%Ç'È)É+Ê Ë.Ì.Í1Î�Ï Å4Ð%Ç6Ñ8Ò9Í:Ò�Ê Ñ8Ó<Í	Ê Ë�ÌÅ#Ô%Ç
Ò�Ê Ñ8Ó<Í1Ê Ë.Ì>Í:Ò�Õ@Å4ÖBÆD×#ÔFØHÙJÚKÇ ÅLÚKÇ
Ò�Ê Ñ8ÓMÍNÊ Ë.Ì.Í:Ò.ÕOÅPÖ8Û ÜFÖ8ÆS×#ÔFØHÙJÚKÇ

Figure 61. Experimental results of SA using the different HRTF database, where

the direction of sound source 1 is −75◦. The mixing system is our measured

transfer function which contains both HRTF of HATS and room reverberation

(see Figure 24). In this experiment, we use the MIT HRTF database as the

mismatched one.
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Figure 62. Experimental results of SA using the different HRTF database, where

the direction of sound source 1 is −90◦. The mixing system is our measured

transfer function which contains both HRTF of HATS and room reverberation

(see Figure 24). In this experiment, we use the MIT HRTF database as the

mismatched one.

the same as those of the proposed method with the matched HRTF database.

These results imply that the proposed method has sufficient robustness against

the HRTF mismatch.

6.5 Conclusion

We newly propose an improved blind separation method based on a self-generator

for initial filter of SIMO-ICA. The self-generator for initial filter consists of

FDICA with projection back processing and DOA estimation, and blindly pro-

vides valid initial values for SIMO-ICA. The generated initial value can improve

the separation performance of SIMO-ICA. To evaluate its effectiveness, separa-

tion experiments are carried out under a reverberant condition. The experimental

results reveal the following.

• In the separation of two speech mixture, the performance of the proposed

method is superior to those of the conventional methods, particularly when
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the angle between the sound sources is narrow.

• In the speech-noise separation, the proposed method can effectively decom-

pose the observed signals into SIMO-model-based signals under the bubble

noise condition. With respect to the stationary noise condition, although

there are no remarkable improvements, there are no serious side-effects (i.e.,

no deterioration).

• The proposed method can run robustly even if a mismatch arises between

the mixing process and the HRTF matrix bank in the proposed method.

On the basis of these findings, we can conclude that the proposed SIMO-ICA

with a self-generator for the initial filter is a versatile blind separation algorithm.
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7. Application of SIMO-ICA

7.1 Introduction

In this section, we describe the application of SIMO-ICA. As a paradigm case

of application, in Section 7.2, we present the acoustic augmented reality system

using SIMO-ICA. Also, we verify its effectiveness through objective and subjective

evaluation experiments for multiple users.

7.2 Acoustic augmented reality

Generally speaking, human beings listen to the sounds by their two ears. These

sounds detected at both ears called “binaural sounds.” This binaural sound

involves information about the localization, directivity, and spatial qualities of

each sound source. Also, in real environments, several undesired sources exist

around the target sound, for example noise, music, interference speech. Thus,

we always listen to the mixed binaural sound from the multiple sources, not the

binaural sound from the single source. In this section, we apply SIMO-ICA algo-

rithm to acoustic augmented reality system which can extract the target binaural

sound component of the mixed binaural sound without the loss of information

about the spatial qualities. To realize this system, we use the special apparatus,

earphone-microphone system, shown in Figure 63, for picking up the sounds at

the entrance of ear canal (cf. Figure 64). We verify its effectiveness through

objective and subjective evaluation experiments for multiple users. From these

experimental results, we can confirm that the decomposition performance of the

proposed method is superior to those of the conventional method.

7.2.1 Experimental conditions

We carried out the experiments using the same room (see Figure 24) as Sec-

tion 4.5.1. We carried out binaural-sound-separation experiments using source

signals which are convolved with impulse responses recorded at user’s ears in the

experimental room. Two speech signals are assumed to arrive from different di-

rections, θ1 and θ2; θ1 = {−90◦,−60◦,−30◦, 0◦} and θ2 = {0◦, 30◦, 60◦, 90◦}. The

distance between a user and the sound source is 1.5 m. The number of users is
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Microphone

Earphone

Figure 63. Detail of the earphone-microphone. This apparatus picks up the

binaural sounds detected at both ears.

3. The sampling frequency is 16 kHz and the length of each speech sample is

limited to 3 seconds. The length of w(n) in each method is 2048. The step-size

parameters α and η are 1.0 × 10−6 and 1.0 × 10−2. With respect to the conven-

tional method, for comparison, we use the MSICA [17] with HRTF matrix bank.

MS-ICA is the method which cascade the time domain ICA to the frequency do-

main ICA, the separation performance of this method is superior to that of each

domain method. Since the output signals of this method are monaural signals

with respect to each source, we give information about HRTF of head and torso

simulator (HATS) (see Section 6.3) with respect to the accurate target direction

after ICA’s optimization. Also, Noise reduction rate (NRR) and SIMO-model

accuracy (SA) are used as an objective evaluation scores.

7.2.2 Objective evaluation

Figures 65–67 show the results of NRR by each USER1–3, and Figure 68 show

the average of them From these results, the separation performance of proposed

SIMO-ICA-SG is superior to that of conventional MS-ICA with HRTF matrix

bank, and we can confirm that the self-generator of SIMO-ICA can generate the
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Target

Signal
Processing

Jammer

Figure 64. The concept of acoustic augmented reality which can reproduce only

the target sound. This system aims to extract the target component of the mixed

sounds detected at both ears without the loss of information about directivity,

localization, and the spatial qualities of target source.

valid initial filter (see Section 6).

Figures 69–71 show the results of SA by each USER1–3, and Figure 72 show

the average of them. From these results, it is revealed that the SIMO-model

accuracy of proposed SIMO-ICA-SG is superior to that of the conventional MS-

ICA with HRTF matrix bank. In the conventional method, since the accurate

HRTF matrices are unknown, we approximately used the HRTF of HATS as that

of USER. Due to this approximation, the approach which cascade the binau-

ral processing to monaural-output ICA can not reconstruct the accurate spatial

information.

85



0 30 60 90
-5

0

10

15

20

25

N
oi

se
 R

ed
uc

tio
n 

R
at

e 
[d

B
]

(c) θ  = -60 [deg]1

5

θ  [deg]2

0 30 60 90
-5

0

10

15

20

25

N
oi

se
 R

ed
uc

tio
n 

R
at

e 
[d

B
]

(d) θ  = -90 [deg]1

5

θ  [deg]2

MS-ICA with HRTF Matrix Bank SIMO-ICA-IG

1 1

0 30 60 90
-5

0

10

15

20

25

N
oi

se
 R

ed
uc

tio
n 

R
at

e 
[d

B
]

(a) θ  = 0 [deg]1

5

θ  [deg]2

0 30 60 90
-5

0

10

15

20

25

N
oi

se
 R

ed
uc

tio
n 

R
at

e 
[d

B
]

(b) θ  = -30 [deg]1

5

θ  [deg]2

Figure 65. Experimental results of NRR for two-speech mixture separation. In

this experiment, we use the impulse responses recorded at USER1’s ear point

under the experimental room (see Figure 24. The direction of sound source 1 is

(a) 0◦, (b) −30◦, (c) −60◦, (d) −90◦. The horizontal axis means the direction of

sound source 2.
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Figure 66. Experimental results of NRR for two-speech mixture separation. In

this experiment, we use the impulse responses recorded at USER2’s ear point

under the experimental room (see Figure 24. The direction of sound source 1 is

(a) 0◦, (b) −30◦, (c) −60◦, (d) −90◦. The horizontal axis means the direction of

sound source 2.
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Figure 67. Experimental results of NRR for two-speech mixture separation. In

this experiment, we use the impulse responses recorded at USER3’s ear point

under the experimental room (see Figure 24. The direction of sound source 1 is

(a) 0◦, (b) −30◦, (c) −60◦, (d) −90◦. The horizontal axis means the direction of

sound source 2.
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Figure 68. Average of NRR for two-speech mixture separation. The direction of

sound source 1 is (a) 0◦, (b) −30◦, (c) −60◦, (d) −90◦. The horizontal axis means

the direction of sound source 2.
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Figure 69. Experimental results of SA for two-speech mixture separation. In this

experiment, we use the impulse responses recorded at USER1’s ear point under

the experimental room (see Figure 24. The direction of sound source 1 is (a) 0◦,

(b) −30◦, (c) −60◦, (d) −90◦. The horizontal axis means the direction of sound

source 2.
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Figure 70. Experimental results of SA for two-speech mixture separation. In this

experiment, we use the impulse responses recorded at USER2’s ear point under

the experimental room (see Figure 24. The direction of sound source 1 is (a) 0◦,

(b) −30◦, (c) −60◦, (d) −90◦. The horizontal axis means the direction of sound

source 2.

91



0 30 60 90
-5

0

10

15

20

25

S
IM

O
-M

od
el

 A
cc

ur
ac

y 
[d

B
]

(c) θ  = -60 [deg]1

5

θ  [deg]2

0 30 60 90
-5

0

10

15

20

25

S
IM

O
-M

od
el

 A
cc

ur
ac

y 
[d

B
]

(d) θ  = -90 [deg]1

5

θ  [deg]2

MS-ICA with HRTF Matrix Bank SIMO-ICA-IG

1 1

0 30 60 90
-5

0

10

15

20

25

S
IM

O
-M

od
el

 A
cc

ur
ac

y 
[d

B
]

(a) θ  = 0 [deg]1

5

θ  [deg]2

0 30 60 90
-5

0

10

15

20

25

S
IM

O
-M

od
el

 A
cc

ur
ac

y 
[d

B
]

(b) θ  = -30 [deg]1

5

θ  [deg]2

Figure 71. Experimental results of SA for two-speech mixture separation. In this

experiment, we use the impulse responses recorded at USER3’s ear point under

the experimental room (see Figure 24. The direction of sound source 1 is (a) 0◦,

(b) −30◦, (c) −60◦, (d) −90◦. The horizontal axis means the direction of sound

source 2.

92



0 30 60 90
-5

0

10

15

20

25

S
IM

O
-M

od
el

 A
cc

ur
ac

y 
[d

B
]

(c) θ  = -60 [deg]1

5

θ  [deg]2

0 30 60 90
-5

0

10

15

20

25

S
IM

O
-M

od
el

 A
cc

ur
ac

y 
[d

B
]

(d) θ  = -90 [deg]1

5

θ  [deg]2

MS-ICA with HRTF Matrix Bank SIMO-ICA-IG

1 1

0 30 60 90
-5

0

10

15

20

25

S
IM

O
-M

od
el

 A
cc

ur
ac

y 
[d

B
]

(a) θ  = 0 [deg]1

5

θ  [deg]2

0 30 60 90
-5

0

10

15

20

25

S
IM

O
-M

od
el

 A
cc

ur
ac

y 
[d

B
]

(b) θ  = -30 [deg]1

5

θ  [deg]2

Figure 72. Average of SA for two-speech mixture separation. The direction of

sound source 1 is (a) 0◦, (b) −30◦, (c) −60◦, (d) −90◦. The horizontal axis means

the direction of sound source 2.
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Figure 73. The results of subjective evaluation by USER1. This figure shows the

relations between perceptual directions and target directions in (a) real SIMO-

model-based signals (no interference signals), (b) observed signals (c) output

signals of SIMO-ICA, (d) output signals of MS-ICA with HRTF matrix bank.

The objective evaluation results is shown in Figures 65 and 69
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Figure 74. The results of subjective evaluation by USER2. This figure shows the

relations between perceptual directions and target directions in (a) real SIMO-

model-based signals (no interference signals), (b) observed signals (c) output

signals of SIMO-ICA, (d) output signals of MS-ICA with HRTF matrix bank.

The objective evaluation results is shown in Figures 66 and 70
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Figure 75. The results of subjective evaluation by USER3. This figure shows the

relations between perceptual directions and target directions in (a) real SIMO-

model-based signals (no interference signals), (b) observed signals (c) output

signals of SIMO-ICA, (d) output signals of MS-ICA with HRTF matrix bank.

The objective evaluation results is shown in Figures 67 and 71
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Figure 76. The average of subjective evaluation (relations between perceptual

directions and target directions) in (a) real SIMO-model-based signals (no inter-

ference signals), (b) observed signals (c) output signals of SIMO-ICA, (d) output

signals of MS-ICA with HRTF matrix bank. The objective evaluation results is

shown in Figures 67 and 71
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7.2.3 Subjective evaluation

In order to confirm that the output signals in SIMO-ICA maintain the spatial

qualities of each sound source, we carried out the subjective evaluation exper-

iments by 3 users. Figures 73 –75 show the the relations between perceptual

directions and target directions in (a) the real SIMO-model-based signals (no in-

terference signals), (b) the observed signals, (c) output signals of SIMO-ICA, (d)

output signals of conventional ICA which are convolved HRTF with respect to

the accurate target direction by USER1–3.

From these results, even if we convolve the head related transfer function

corresponds to the accurate source direction with the monaural separated signals

of ICA, we can not generate accurate sound image. Also, we can confirm that

sound image in SIMO-ICA is almost the same as that in real SIMO-model-based

signals.

Overall it is asserted that SIMO-ICA can reduce the interference component

of the mixed binaural signals and reproduce the target component while keeping

information about the directivity and spatial qualities of target source.

7.3 Conclusion

In this section, we describe the application of SIMO-ICA, and we discuss the

acoustic augmented reality system using SIMO-ICA algorithm. To evaluate its

effectiveness, separation experiments are carried out under a reverberant condi-

tion for different 3 users. The objective and subjective experimental results reveal

the performance of the proposed method is superior to that of the conventional

method. Thus, we can conclude that the proposed system using SIMO-ICA is

applicable to the hearing aids [24] and acoustic tele-presence system using the

humanoid robots [38].

Also, we should mention combination methods which cascade other array

processings to SIMO-ICA algorithm because the output signals of SIMO-ICA are

still multiple array signals. we enumerate the combination methods which we

addressed.

(a) blind separation and deconvolution
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Mr. Yamajo, who was a member of our laboratory in 2002–2004, propose

the blind separation and deconvolution method combining SIMO-ICA and Multi-

channel Inverse Filtering [21]. This research can achieve the MIMO deconvolution

processing for convolutive mixture of speech.

(b) high-performance blind speech signal separation

Mr. Ukai, who was a member of our laboratory in 2003–2005, propose the

blind separation method combining SIMO-ICA and adaptive beamforming (ABF)

[33]. In this algorithm, using the output signals of SIMO-ICA, the information

which is required in ABF processing is blindly generated, and ABF can reduce

the residual component of the interference effectively.

(c) real-time blind speech signal separation

Mr. Mori, who is a member of our laboratory now, propose the blind sepa-

ration method combining SIMO-ICA and binary masking processing [34]. Using

this method, we can realize the real-time blind source separation system.
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8. Conclusion

8.1 Thesis summary

We addressed to the blind source separation (BSS) to realize a high-fidelity hands-

free telecommunication system. BSS technique using independent component

analysis (ICA) for acoustic signals has been developed over the last decade. This

technique assumes that the source signals are mutually independent, and can es-

timate the source signals from the mixed signals without information about the

source direction, source’s properties, room transfer function, and mixing process.

Thus, this technique is highly applicable in high-quality hands-free telecommuni-

cation system. The conventional ICA-based BSS method is a means of extracting

the independent sound source signals as the monaural signals from the mixed sig-

nals observed in each input channel, and the separated signals include arbitrary

spectral distortions. Consequently, they have a serious drawback in that the sep-

arated sounds cannot maintain information about the directivity, localization,

reverberation, or spatial qualities of each sound source. These problems prevent

any BSS methods from being applied to binaural signal processing or high-fidelity

sound reproduction system.

In order to solve the above-mentioned problems, we proposed BSS using the

novel extended ICA algorithm, i.e., (a) BSS using single-input multiple-output

(SIMO)-model-based ICA (SIMO-ICA) with least squares criterion, and (b) BSS

using SIMO-ICA with information geometric criterion. Also, in order to apply

SIMO-ICA algorithm to blind decomposition problems of the mixed binaural

sounds, we proposed the self-generator method for initial filter of SIMO-ICA.

In Section 2, first, the sound mixing model is explained. Next, we introduced

the novel demixing process of the acoustic source signals to apply to the binaural

processing.

In Section 3, we explained the conventional ICA methods and describe the

disadvantage of these methods. Furthermore we presented that development of

a new SIMO-output-type method in which all SIMO components can be simul-

taneously estimated in the ICA updating with stable FIR filters, is a problem

demanding prompt attention.

In Section 4, We proposed a new blind separation framework for SIMO-model-
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based acoustic signals using the extended ICA algorithm, SIMO-ICA. SIMO-ICA

is an algorithm for separating the mixed signals, not into monaural source signals

but into SIMO-model-based signals of independent sources without loss of their

spatial qualities. In this section, we designed the fidelity controller of SIMO-ICA

using the least squares criterion. In order to evaluate its effectiveness, separation

experiments were carried out using two microphones and two sources under the

condition that the RTs is set to be 150 ms. The experimental results revealed

that the signal separation performance of the proposed SIMO-ICA was the same

as that of the conventional ICA-based method, and the spatial qualities of the

separated sound in SIMO-ICA are remarkably superior to that in the conventional

ICA-based method. Therefore, we can conclude that the proposed SIMO-ICA

is applicable to binaural signal processing and high-fidelity sound reproduction

systems.

In Section 5, We proposed a new single-input multiple-output (SIMO)-model-

based ICA with an information-geometric learning algorithm for high-fidelity

blind source separation. The SIMO-ICA-IG is an algorithm for separating mixed

signals, not into monaural source signals but into SIMO-model-based signals of

independent sources without loss of their spatial qualities. The SIMO-ICA-IG

consists of multiple ICA parts and a fidelity controller, and all of the procedures

are conducted on the basis of the information-geometry theory. Hence the pro-

posed SIMO-ICA-IG is free from deterioration due to mismatching among multi-

ple criteria in ICAs and fidelity controller. In order to evaluate its effectiveness,

separation experiments were carried out using two microphones and two sources

under a reverberant condition. The experimental results revealed the following.

• The signal separation performance of the proposed SIMO-ICA-IG was al-

most the same as those of the conventional ICA and the previously proposed

SIMO-ICA-LS.

• The spatial qualities of the separated sound in the SIMO-ICA-IG were

superior to those in the conventional ICA, and almost the same as those in

the SIMO-ICA-LS.

• It was confirmed that the balancing parameter setting in the proposed

SIMO-ICA-IG did not depend on the source signals’ properties. Although
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SIMO-ICA-LS was very sensitive to the balancing parameter setting, the

balancing parameter in the proposed SIMO-ICA-IG could be almost negli-

gible.

From these findings, we can conclude that the proposed SIMO-ICA-IG has great

potential for application to high-fidelity signal processing systems, and has a good

robustness against parameter setting.

In Section 6, We newly proposed an improved blind separation method based

on a self-generator for initial filter of SIMO-ICA. The self-generator for initial

filter consists of FDICA with projection back processing and DOA estimation, and

blindly provides valid initial values for SIMO-ICA. The generated initial value can

improve the separation performance of SIMO-ICA. To evaluate its effectiveness,

separation experiments were carried out under a reverberant condition. The

experimental results revealed the following.

• In the separation of two speech mixture, the performance of the proposed

method was superior to those of the conventional methods, particularly

when the angle between the sound sources was narrow.

• In the speech-noise separation, the proposed method can effectively decom-

pose the observed signals into SIMO-model-based signals under the bubble

noise condition. With respect to the stationary noise condition, although

there were no remarkable improvements, there were no serious side-effects

(i.e., no deterioration).

• The proposed method could run robustly even if a mismatch arises between

the mixing process and the HRTF matrix bank in the proposed method.

On the basis of these findings, we can conclude that the proposed SIMO-ICA

with a self-generator for the initial filter is a versatile blind separation algorithm.

In Section 7, we applied SIMO-ICA algorithm to acoustic augmented reality

system which could extract the target binaural sound component of the mixed

binaural sound without the loss of information about the spatial qualities. To

realize this system, we used the special apparatus, earphone-microphone system,

for picking up the sounds at the entrance of ear canal. We verified its effectiveness

through objective and subjective evaluation experiments for multiple users. From
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these experimental results, we can conclude that the decomposition performance

of the proposed SIMO-ICA-based method is superior to those of the conventional

ICA-based method.

In summary, we confirmed that the proposed SIMO-ICA-based BSS is effective

for improving the sound qualities. In addition, SIMO-ICA-SG using the self-

generator method is also effective for achieving the high-convergence.

8.2 Future research

Although we could estimate the SIMO-model-based signals which maintain in-

formation about the directivity, localization, or spatial qualities of each sound

source, following points still remain to be solved.

Identifiability in the SIMO decomposition processing

BSS using SIMO-ICA cannot identify SIMO-model-based signals, but can re-

duce the residuals by setting the separation filter length to be sufficiently long

(see Section A). Thus, in the high-reverberation conditions, the length of sepa-

ration filter matrix which is required is so long that it is difficult to optimize the

separation filter matrix. In order to improve the high separation performance

and obtain robustness against the reverberation, the strategy which can solve

this problem is required.

Estimation of the number of source signals

BSS using SIMO-ICA could decompose the observed signals without spec-

tral distortion. However, in SIMO-ICA algorithm, we need the number of sound

sources because the iterative learning rule is designed on the basis of the super-

position principle. Thus, we should combine the estimation method of the sound

sources [19] and SIMO-ICA algorithm.

Extension of overdetermined SIMO-ICA

The separation performance of BSS using SIMO-ICA is almost the same as
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the conventional BSS based on ICA. To improve the separation performance, we

should extend SIMO-ICA to the overdetermined algorithm to obtain more source

information.

Reduction of the calculation time

In stead of improving the performance in SIMO-ICA-LS and SIMO-ICA-IG

algorithms, the complexity is large. In the application of acoustic augmented

reality system, we should achieve the real-time separation. To realize this sys-

tem, we should combine it with other array signal methods and subband signal

processings.
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Appendix

A. Identifiability in the SIMO decomposition pro-

cessing

A.1 Introduction

In this chapter, we describe the identifiability in the SIMO decomposition pro-

cessing by SIMO-ICAs and discuss the filter length D used in the proposed SIMO-

ICAs.

A.2 Identifiability in the SIMO decomposition processing

In Chapter 4 and 5, it is revealed that SIMO-ICA can decompose the mixed

signals xk(t) =
∑L

l=1 Akl(z)sl(t) into the SIMO-model-based signals Akl(z)sl(t).

Recently, SIMO deconvolution processing which can estimate the original source

signals sl(t) from the SIMO-model-based signals Akl(z)sl(t) has been proposed

[42, 43]. Especially, blind multichannel inverse filtering method [42] which have

been proposed by Furuya can blindly identify the source signals using FIR filter

without errors. Thus, the combination method cascading SIMO-ICA to blind

multichannel inverse filtering processing can serve as MIMO deconvolution pro-

cessing which estimate the original source signals from the mixed signals. How-

ever, Inouye revealed that MIMO deconvolution processing cannot identify the

original source signals using only an FIR-type separation filter matrix in the case

of L = K if we do not assume special constraints [44]. This instance means that

MIMO deconvolution cascading SIMO-ICA to blind multichannel inverse filtering

processing using FIR filter cannot hold the identifiability, and SIMO-ICA can-

not identify SIMO-model-based signals because the blind multichannel inverse

filtering processing has the source identifiability.

In practice, however, we can reduce the residuals by setting the separation

filter length D to be sufficiently long in the SIMO-ICA; this can be shown in the

next simulation. Thus, the SIMO-model-based signals are approximately repro-

duced in this case. Overall, the identifiability almost holds under the assumption

that we are allowed to use the long FIR filters in SIMO-ICA.
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MIMO Decomposition
using FIR filter 
by SIMO-ICA

Not identifiable

SIMO
Deconvolution
using FIR filter

Identifiable

MIMO
Deconvolution
using FIR filter

Not identifiable

Figure 77. Relation between SIMO deconvolution, MIMO-deconvolution, and

SIMO-ICA for the square case (the number of sources = the number of micro-

phones).

A.3 Simulation in Artificial Mixing Condition

A.3.1 Conditions for Experiment

The mixing filter matrix A(z) is taken to be

A11(z) = 1 − 0.7z−1 − 0.3z−2, (111)

A21(z) = z−1 + 0.7z−2 + 0.4z−3, (112)

A12(z) = z−1 + 0.7z−2 + 0.4z−3, (113)

A22(z) = 1 − 0.7z−1 − 0.3z−2. (114)

The impulse responses aij(n) corresponding to Aij(z) are shown in Fig. 78. Two

sentences spoken by two male speakers are used as the original speech samples

s(t). The sampling frequency is 8 kHz and the length of speech is limited to 7

seconds. The number of iterations in ICA is 15000. We evaluate the accuracy

of the reproduced SIMO-model-based signals in SIMO-ICA-IG by changing the

length of the separation filter, D, from 4 to 64 taps. The step-size parameter α

was set in the range of 1 × 10−6–2 × 10−6, and we select the optimum step size

which gives the best performance.

A.3.2 Results and Discussion in Experiment

Figures 79 and 80 show the elements of a composite filter matrix of w(ICAl)(n) and

a(n). The composite filter matrix represents the whole system characteristics of
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Figure 78. Elements of mixing matrix a(n) used in simulation, which are given

by inverse z-transform of (111)–(114).

the mixing and separation processes in SIMO-ICA; this is defined as

[

h̃
(ICA1)
ij (n)

]

ij
= zD/2

D−1
∑

d=0

w(ICA1)(d)a(n − d), (115)

[

h̃
(ICA2)
ij (n)

]

ij
= zD/2

D−1
∑

d=0

w(ICA2)(d)a(n − d), (116)

where zD/2 is used to cancel the time delay of D/2 in w(ICAl)(n) for centering the

impulse responses in each of the figures. From these figures, it is confirmed that

the composite filter matrix for the first ICA, [h̃
(ICA1)
ij (n)]ij, becomes diag[a(n)] as

the length of the separation filter, D, is increased to more than the length of the

mixing system. Also, the composite filter matrix for the second ICA, [h̃
(ICA2)
ij (n)]ij,

becomes off-diag[a(n)] as the length of the separation filter is increased. This

obviously indicates that each ICA part in the SIMO-ICA-IG can work so as to

separately extract each SIMO component.

Figure 81 shows the results of SA, where the SA increases monotonically as

the length of the separation filter, D, becomes large. In particular, the SA of more

than 35 dB is achieved when the filter length is set to 64 taps. Thus, the SIMO-

ICA can reproduce the SIMO-model-based signals using the sufficiently long filter.
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Figure 79. Elements of composite filter matrix [h̃
(ICA1)
ij (n)]ij = zD/2 ∑D−1

d=0

w(ICA1)(d)a(n−d) for different filter lengths D. This represents the whole system

characteristics of the mixing and separation processes in the first ICA part of the

SIMO-ICA.
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Figure 80. Elements of composite filter matrix [h̃
(ICA2)
ij (n)]ij = zD/2 ∑D−1

d=0

w(ICA2)(d)a(n−d) for different filter lengths D. This represents the whole system

characteristics of the mixing and separation processes in the second ICA part of

the SIMO-ICA.
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Figure 81. SIMO-model accuracy (SA) of the SIMO-ICA with different filter

lengths D. The SA is used as the indication of a degree of similarity between the

SIMO-ICA’s outputs and the original SIMO-model-based signals.

This result supports the discussion on the identifiability in the proposed method

as described in Section A.

B. The derivation of Iterative learning rule in

SIMO-ICA-LS

The (standard) gradient of Eq. (36) with respect to w(ICAl)(n) is given as

∂

∂w(ICAl)(n)

〈∥

∥

∥

L
∑

l=1

y(ICAl)(t) − x(t −
D

2
)
∥

∥

∥

2〉

t

= 2
〈(

L
∑

l=1

y(ICAl)(t) − x(t −
D

2
)
)

x(t − n)T
〉

t
. (117)
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Here x(t − n)T is expressed as the following equation from Eq. (35):

x(t − n)T = yICAl(t − n)TW ICAl(z)−T, (118)

where the superscript −T represents the transposed inverse matrix. By using

Eq. (118), Eq. (117) is expanded as

∂

∂w(ICAl)(n)

〈
∥

∥

∥

L
∑

l=1

y(ICAl)(t) − x(t −
D

2
)
∥

∥

∥

2〉

t

= 2
〈

(
L

∑

l=1

y(ICAl)(t) − x(t −
D

2
))y(ICAl)(t − n)TW (ICAl)(z)−T

〉

t
. (119)

Here, we substitute W (ICAl)(z)−1 with V ICAl(z) =
∑D−1

d=0 v(d)z−d, then Eq. (119)

is rewritten as

∂

∂w(ICAl)(n)

〈
∥

∥

∥

L
∑

l=1

y(ICAl)(t) − x(t −
D

2
)
∥

∥

∥

2〉

t

= 2
〈

(
L

∑

l=1

y(ICAl)(t) − x(t −
D

2
))y(ICAl)(t − n)TV (ICAl)(z)T

〉

t

= 2
D−1
∑

d=0

〈

(
L

∑

l=1

y(ICAl)(t) − x(t −
D

2
))y(ICAl)(t − n − d)T

〉

t
v(ICAl)(d)T

(120)

= 2
D−1
∑

d=0

J(n + d)v(ICAl)(d)T, (121)

where J(n+d) represents the matrix in which each element is the time sequence of

not the index t but the index n because the index t vanishes under the averaging

〈·〉t; this is defined as

J(u) =
〈

(
L

∑

l=1

y(ICAl)(t) − x(t −
D

2
)
)

y(ICAl)(t − u)T
〉

t
. (122)

Equation (121) is rewritten as

2
D−1
∑

d=0

J(n + d)v(ICAl)(d)T = 2
D−1
∑

d=0

J(n)(v(ICAl)(d)zd)T (123)

= 2J(n)V (ICAl)(z
−1)T (124)
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Therefore, the standard gradient of Eq. (36) with respect to w(ICAl)(n) is given

as

∂

∂w(ICAl)(n)

〈
∥

∥

∥

L
∑

l=1

y(ICAl)(t) − x(t −
D

2
)
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∥
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2〉

t

= 2
〈

(
L

∑

l=1

y(ICAl)(t) − x(t −
D

2
))y(ICAl)(t − n)T

〉

t
W (ICAl)(z

−1)−T. (125)

From Eq. (125), the natural gradient [11, 28] of Eq. (36) is given as

{

∂

∂w(ICAl)(n)
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}
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= 2
〈
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D
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〉

t
W (ICAl)(z) (126)

= 2
D−1
∑

d=0

〈

(
L

∑

l=1

y(ICAl)(t) − x(t −
D

2
))y(ICAl)(t − n + d)T

〉

t
w(ICAl)(d).

(127)

Therefore, we have Eq. (4.4) in SIMO-ICA-LS.
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