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Abstract

Since the Internet became a crucial social infrastructure, network is requirAed
to be more stable and flexible for users’ demands. The rapid advances in net-
work technology led an explosion of the number of nodes, and enabled dynamic
changes of networks. In this situation, operational costs are increasing consid-
erably whereas network operators are expected to reflect users’ requirements to
their network as quickly as possible. One of the reason is that, operation tech-
nologies have not been investigated enough, yet the communication technologies
have been developed actively. Particularly in route management, operators are
manually maintaining their networks based on a set of general rules which is
~ called “management policy”. In the implementation, they need to build up net-
work behavior by combining basic functions of each network component. Though
operators expect to automate this process, the management policy is too abstract
to generate configurations for each individual component automatically. Because
of the gap of abstraction level between policies and configurations, the policies
are distorted in the conversion process of router configurations, then an uninten-
tional network behavior occurs.

We assume that a, stepwise refinement process from management policy to actual
Touter configurations is the missing link of the current network management. In
Tesponse to these issues, “Policy Based Route Management (PBRM)" method is
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proposed in this dissertation, PBRM consists of a description method of route
management policies, and a conversion process from the policy to the actual
router configurations. According to the current routing management architec-
ture, we split our efforts into two categories: inter-domain ahd intra-domain
networks, and the goal of this dissertation is to deploy PBRM method into the
two domains.

Since there are a network operation method which employs Routing Policy Speci-
fication Language (RPSL) and Internet Routing Registry (IRR) for inter-domain
network, a dissemination of this method is efficient for the deployment of PBRM.
Unfortunately, this method is not commonly used because of a low reliability
and low availability of information in IRR databases. To solve this problem, this
dissertation proposes two systems which urge IRR users to register correct poli-
cies. On the other hand, for intra-domain network, there have been few tools
to establish PBRM so far, so operators have to manually decide link costs for
route selection. This is the primary cause of misconfiguration and instability
of networks, therefore an automation tool to ease operators’ burden is strongly
required. In this research, a definition of policy description is proposed, and a
system is implemented, which automatically generates link costs with a consid-
eration of mutual relations among all routers in the network. ‘

In this dissertation, background and needs of the PBRM are introduced, then the
details of our proposals are discussed. Through the deployment of the systems,
the value and usefulness are confirmed. In the later chapter of this dissertation,
several issues are discussed as the future work.

Keywords:

Policy Based Network Management, BGP, IRR Consistency, Routing Registry,
OSPF, link cost assignment
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1. Introduction

The current network management method is strongly required to be scalable so
that the Internet keeps the rapid growth. In fact, the number of hosts in intra-
domain network is ever-increasing, and the purpose of network use varies due
to the diversification of services which require high speed, large bandwidth or
high reliability circuits. Moreover, in inter-domain network, interconnections of
Autonomous Systems (AS) across the world become possible by the improvement
of the Layer-2 technology. Therefore, the number of interconnections will increase,
and then establishment / abolishment of interconnections will happen frequently.
According to the growth of the Internet, operational costs are increasing con-
siderably. In intra-domain network, operators spend a lot of time to allocate
appropriate routes to each service, because they have to configure routers with
considerations of mutual relations among all routers in the network. Even in
inter-domain network, it is difficult for operators to maintain a number of inter-
connections concurrently. In a process of operation, they have to decide a priority
of peer connections for optimal route selection, and apply the decision to multiple
routers. They also have to clear unused connections as needed. If the Internet
keeps growing within the current network operation, unintended route selections
will occur, which induce inefficient network use or disconnection of end nodes.
To figure out the problem of the current network operation, we classified the

process of the network operation as follows.

1. defining administrative requirements

[NV

. ‘designing network topology
3. deploying network equipments and physical links
4. configuring nodes based on the administrative Tequirements

5. checking and debugging the behaviours of the nodes




- currently, each process is executed manually, therefore we assume that it is ef-
~ fcient to provide automated method which supports the processes of network
- operations. This research focuses on the processes 4 and 5, which allow to take
_ in an automated technology. The purpose of this dissertation is to provide an
 integrated operation method, which expedites the process and improves the ef-

fectiveness of network management as a result.

i 1.1 Stepwise Refinement of Management Policy

i The problem of the current network operation is the lack of a stepwise refinement

of administrative requirements. In the management process, operators need to

-  build up network behavior by combining basic functions of each network compo-

~ nent. A set of general rules based on operators’ preferences and a capacity of the

|  petwork is called management policy.

Since the management policy is too abstract, it is difficult to generate con-
figurations for each individual component automatically. Because of the gap of

* abstraction level between policies and configurations, the policies are distorted

- in the conversion process of router configurations, then an unintentional network

- behavior occurs. In order to fill the gap, a stepwise refinement method is required,

“ which has a capability to express a management policy and a function of policy

. conversion.

We can recognize that the essential problems of network operation are classi-

- fied as the two categories.

1. Nonexistence of a Policy Level Description

One of the problems of the current network operation is that, operators
can not intuitively configure routers in an abstract description which has
a capability to express their policies. When operators intend to reflect the
policy to routers, they have to translate the policy to a router configuration
language which consists of basic functions of routers. Router configuration
language is defined by every router vendors, so that operators have to ac-
quire as various syntax as the kinds of vendors. In the process of translation,
the policy is deflected from its original meaning.
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2. Lack of Consideration to Mutual Relations of Nodes
Moreover, it is important to configure routers with a consideration of mu-
tual relations among all entities in the network rather than managing them
one-by-one. In inter-domain network, if an AS doesn’t export a route in-
formation which is required by its peer AS, there is a possibility that the
peer AS loses a connectivity to a certéin destination AS. In intra-domain
network, an operator needs to set appropriate link costs to a number of
- routers to enable expected route selection. If one cost value on a router is
incorrect, it causes an unexpected route selection. Thus, when we configure
a behavior of a network node, we need to examine whether the configuration

is consistent among other nodes.

In conclusion, a policy level description is required, which is designed with a

consideration of mutual relations among all entities in the network.

1.2 Policy Based Route Management Method (PBRM)

In response to the classified problems, we propose Policy Base Route Management
(PBRM) method, which realizes a more stable network operation. PBRM consists

‘of following functions.

1. a definition of policy description:
For the problem of the nonexistence of a policy level description, the route
management description should be constructed from abstract rules which
reflects the policy intuitively. The configurations should be described ‘in
more abstract expressions than actual router configurations, and it should

be able to satisfy operators’ genuine requirements.

2. a function of policy conversion:
After the policy description is defined, a system which converts a policy to
actual router conﬁgurations is required, and the system also needs to gen-
erate router configurations for a number of routers at a time. Furthermore,

the system is required to be constructed with a consideration of mutual

3




relations among all entities in the network to enable an unified network

configuration.

Based on these definitions, this dissertation presents two proposals to cover
 missing pieces for the deployment of PBRM method in each field of inter-domain
: and intra-domain networks. In the next section, we discuss the current status of

7, - each network with a focus on the route management.

7 1.3 Applying PBRM to the Internet

This section presents an overview of the current network operations and clarifies

. the definition of policy for both inter-domain and intra-domain networks. Then

* come problems of deploying of PBRM method are introduced.

8 1.3.1 Deployment to Inter-Domain Network

: Border Gateway Protocol (BGP), the most common routing protocol in inter-
domain network, is basically designed to manage route selections arbitrarily to
- reflect operators management policy. ‘

In BGP network, operators explicitly specify peer routers from all adjacent
:  BGP speakers, and also manually specify route information which is exchanged

 between the peer routers to make up connectivities to another ASs. Because each

» - management entity of AS is independent of other ASs, such arbitrary routing

o management was strongly required in inter-domain network. The route selection

is decided with a reference of delay, bandwidth and monetary costs between

 each AS, thus arbitrary routing based on management policy is realized in BGP

network. However, in BGP network, the number of peer AS is increasing yearly,
8o that it is difficult to apply configurations of route selection to all external

 Touters one-by-one. To solve this problem, RPSL was proposed. RPSL has

-~ 2 capability to express route management policies in not only router level but

~also AS level by treating an AS as a network entity. With RPSL, an abstract
Policy description, and IRRToolSet, a policy conversion tool, operators are able
to generate configurations for each individual router at a time. '
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The problem of the management method with RPSL and IRRToolSet is that
this method focuses on only an individual AS. Since RPSL treats an AS as a
network entity, the generated configurations have to define consistent route in-
formation exchanges among peer ASs. However, this method doesn’t have a
function to check the consistency between peer ASs. As a result, an unintended
route selection may occur between BGP routers that are applied configurations
generated by this method. ‘

1.3.2 Deployment to Intra-Domain Network

OSPF, the most common routing protocol in intra-domain networks, is NOT ba-
sically designed for arbitrary route selection which reflects management policies
based on delay limit, usable bandﬁdth, link stability and so on. As a histori-
cal background, OSPF routers are regulated to form a neighbor relationship and
exchange route information autonomously, to manage many routers as simply
as possible in intra-domain network. To manage route selection arbitrarily, op-
erators need to configure OSPF link costs on each router, but because of the
complexity of the configuration, it is difficult to apply management policies to
the whole network. In other words, to realize autonomous route selections, the
functionality of arbitrary route management was sacrificed in OSPF network.
In today’s network, although the necessity of an arbitrary route management
method is increasing, there are few studies on policy based route management
method for OSPF network. '

1.3.3 Steps of P}BRM Deployment

Realization of more stable and less labor-intensive network operation is the sub-
ject of this dissertation. Design and implementation of PBRM method is one
step toward this goal. The states of network operation in the deployment process
of PBRM are classified by several levels. The following items point out which
level the current inter-domain or intra-domain network operation is in, and then

describe challenges of this dissertation.




" 1. Nonexistence of Policy Description and Conversion Tools

In today’s OSPF network, operators manually decide link costs for each
router one-by-one to reflect their routing policy to the network, so that
we take in a concept of arbitrary routing management to OSPF network
operation. In particular, we propose a definition of policy description and

a policy conversion tool for OSPF network.

. Existent of Policy Description and Node-level Conversion Tool

In BGP network, although a route management method with RPSL and
IRRToolSet have been proposed, this method is lacking a consideration
of mutual relations among each network entity. Therefore, we propose a

- system which checks the consistency of policies among ASs.

. Existent of Policy Description and Network-level Conversion Tool

Finally, PBRM aims to realize this state of network operation. In this state,
an abstract policy description is provided, so that operators can manage
route selections intuitively. Moreover, a mechanism is also provided, which
generates actual router configurations from policies with a consideration of

mutual relations.

So far, we observed the current state of both inter-domain and intra-domain

~ network operations and challenges we should solve. This dissertation introduces

_ some proposals so that we apply PBRM method to both inter-domain and intra-
domain networks.

1.4 Dissertation Overview

~ This dissertation is organized as follows. Chapter 2 surveys related works in fields
of Policy Based Network Management. Chapter 3 produces the Policy Check

Server which investigates and reduces the observed inconsistencies in public IRR

databases. Then chapter 4 describes a system which is reasonable than manual

calculation of each parameter of a machine’s configuration, namely to generate

" link costs automatically from an abstract and minimum policy which indicates

6



a user’s management rules for a network. Chapter 5 provides some discussions
of PBRM, and chapter 6 suggests the future directions of research and concludes
this dissertation.




. Related Work

L The PBRM has two aspects: one is to define operation rules in an abstract
description language, and the other is to generate router configurations for many
;outers collectively. These issues have been studied for many years in the category
of network management. :

" From these aspects, this chapter provides an overview of related works in the

= ﬁelds of inter-domain and intra-domain network.

-i::: 2;1 Route Management Methods in Inter-Domain Network

- Ininter-domain network operation, Routing Policy Specification Language (RPSL)
“"fj:.’a,nd Internet Routing Registry (IRR) is deployed as a standard. The main role
|  ' of IRR is to collect and publish the routing policies of ASs. Although there is a
~ method to genérate actual router configurations from a policy in the IRR with a

~ tool called IRRToolSet, this method is not commonly employéd.

The reason is that, there are no mechanisms to check the consistency of an
 AS’s policy among policies of peér ASs. Therefore, when an operator applies
~ the Touter configurations generated from inconsistent policy to their router, the
exchange of routing information fails and the connectivity may be lost between

- the routers.

2.2 Route Management Methods in Intra-Domain Network

© 2.2.1 Policy Based Network Management (PBNM)

* . In the research field of Policy Based Network Management (PBNM), there are
. some proposals[2]. Resource reSerVation Protocol (RSVP)[3] and Common Open\
. Policy Server (COPS)[4, 5] are designed to deliver defined routing policy to
~ Touters. Those protocols define how to exchange policies but not how to describe
. the policy. The objective of PBRM is to facilitate the high-level description of
- Touting policy and its conversion to router configuration. We do not address the

deployment issues of routing policy in this dissertation.




Some policy description languages are proposed in the area of PBNM, such as,
PIB, PCIM and QPIM. However, those protocols only define the format of rules
but not how to use the policy description for route management. Furthermore,

there are no practical implementations of those protocols for route management.

2.2.2 Routing Optimization

There are some studies of routing optimization, which objective is to average
out the network utilization. In response to this objective these proposals finally
generate link costs for OSPF routers. In terms of the collective configuration of
multiple routers, their approaches and PBRM have similarities.

Fortz [6] provided an approach of heuristic algorithm and Mulyana, [7] applied
a genetic algorithm for link cost assignment. These researches are also discussed
in Chapter 4 in more detail. In those researches, traffic engineering techniques
are used to generate the values of link cost for the optimization of the network
traffic. Although we have the similar goal to achieve with the issues on unified
network management’, their approaches do not provide any flexibility for the
administrators to deploy their own policy.

2.3 Summary

As mentioned in Chapter 1, the PBRM consists of two functionalities such as a
definition of policy description, a function of policy conversion. For the inter-
domain network management, the policy management method with RPSL and
IRR and the policy conversion system called IRRToolSet, are commonly imple-
mented and deployed. However, since a mechanism of the inconsistency resolution
is not provided, it is difficult to widely deploy the route management method.

Although various approaches are proposed in the field of PBNM, most of
them are mainly focused on a framework with the policy description format and
the communication protocol among network entities, so that few studies are not
practical implementation of route management.

In the research of routing optimization, although functions of the inconsis-

tency resolution and the policy conversion are proposed, the policy description

9




- Janguage is not defined, so that it is difficult to reflect an operator’s management
 policy to the network with these researches. As a conclusion, in this paper we
- propose two solutions. In inter-domain network, a system which has a function of
inconsistency resolution of policies is proposed. In intra-domain network, a sys-
i tem is proposed, which consists of a definition of policy description, a function of

inconsistency resolution and policy conversion as a different way from the PBNM

and routing optimization algorithms.
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3. Improving the Reliability of IRR Database

As the deployment of PBRM to inter-domain network, we employ a route selection
method with Internet Routing Registry (IRR). Then we figure out problems of
this method which are induced by low reliability and low availability of IRR
databases. In this chapter, efforts to solve these problems are described.

In inter-domain network, ASs often establish peer connections between mul-
tiple ASs and exchanges their route information each other. By the decline of
connection fees and the advancement of Layer-2 technology in recent years, or-
ganizations are increasing, which obtain AS numbers and establish connections
between the other organizations. Border Gateway Protocol (BGP), the standard
routing protocol for inter-domain network, requires to specify the other AS to
exchange route information. In other words, when an AS intends to make a con-
nection to another AS, the operator needs to explicitly configure a transit AS
to go through the destination AS. In inter-domain network, the selection crite-
ria which is based on connection fees, bandwidth, hop count to the destination
AS and so on, is commonly called “Policy”. In this dissertation, we define the
“Policy”’as “a selected transit AS to the destination AS’.

Although an operator’s policy is expressed as AS level specification, the oper-
ator needs to manually interpret the policy into a router configuration language
in the actual operation process. In particular, instead of the AS number, all route
information which is exchanged with the peer AS have to be described in a router
configuration. However, because vast amount of route information is exchanged .
in recent inter-domain network, it is difﬁéult to correctly maintain all route infor-
mation for each peer AS. Actually, there were some large scale network troubles
which is caused by human-induced misconfigurations in the past. For example,
in April 1997 , AST007 accidentally announced the route information to most of
the Internet and disrupted connectivity of the global network for more than two
hours [8]. In April 2001, AS3561 propagated more than 5000 of improper route
announcements from one of its downstream customers, again leading to global

connectivity problems [9, 10, 11].
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'As an alternative proposal of such an existing network management scheme, an
operation method was proposed, which employs Routing Policy Specification Lan-
guage (RPSL) and IRR. Whereas the past operation method requires to describe
4l route information for peer AS into the router configurations, RPSL allows

o AS level description instead of describing route information, and IRR and IR-

S RToolSet enable collective settings of multiple border routers in own network. In
~ other words, the method with RPSL and IRR, provides a policy level description
~ and a function of policy conversion, so that it is adequate for deploying PBRM

- in inter-domain network.

g However, as we mentioned in the top of this dissertation, the operating method

- with IRR is not spread in the global inter-domain network. The main reason
" of this problem is the low reliability of IRR databases. If policies in current

‘ - IRRs are applied to border routers automatically, unintended route selections or

” " connection breakdowns may occur [12]. Therefore, techno'logies to improve the
o - reliability of IRR databases are highly required. Eventually, these efforts lead to

the realization of PBRM method in inter-domain network.

- Inthis chapter, three approaches to impréve the reliability of IRR databases are
' described. At first, we propose Policy Check Server, which is a system to point
- out inconsistencies between ASs’ route selection policies and urges operators to

correct them. Second, IRR object garbage collector, a mechanism to decrease

’7 unsound policies which are not updated in long term, is explained. We deployed
- these systems in JPIRR as a field work of our efforts in JPIRR, so a discussion
. ofthis field work is described at last.

3.1 Operation Method with IRR

IRR is a global Internet resource database that stores routing policies such as
’ AS numbers and prefix information. TRR stores of several objects (Route object,
- aut-num object, Maintainer object, etc.). Policies registered in IRR are written

12




in RPSL, which is designed to describe specific route information by import and
export sentences in aut-num object. Operators can generate the vendor-specific

router configurations from the policy data [13].

3.1.1 TIRR Operation

Unlike Domain Name Server (DNS), the organization who operates IRR server
is not regulated. Therefore some Regional Internet Registries (RIRs), National
Internet Registries (NIRs) and many Internet Service Providers (ISPs) operate
their own IRR servers in the world. Especially, RADB, RIPE and APIRR oper-
ated by Merit Network Inc, RIPE NCC and APNIC[14] respectively are known
as the representative IRR services. They are classified roughly Public IRR and
Private IRR. Public IRR, makes registered information available to the public so
that everyone can use the information to check some ISPs’ route information.
Private IRR holds nondisclosure ihformation such as route information of ASs
who form private peerings between them.

Public IRRs form data mirroring each other and in current operation, data of

- most IRRs are accumulated to the representative IRR servers described above.

3.1.2 Registering to IRR

Operators of ASs can register information about their ASs to one or more IRR(s)
at any time. On the other hand, some Local Internet Registries (LIRs) force
their customer ASs to register information to their own IRRs, and some LIRs

substitute registering information for the customers.

3.1.3 Problem of Current IRR Operation

However, in its current operation, it is difficult to keep IRR database consistent
for the following reason. That is, to register correct route information to IRR,
operators need to check the consistency of them between each peer AS. However,
in the recent Internet, an AS holds quite many peerings between many other ASs,

so that operators have to bear a higher burden to check all of the consistency.
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- As a result, the database will contain many inconsistencies, and when router
configurations are generated from this database, peer connectivity between ASs
" will be lost. Otherwise, an unintended link selection may occur.

~ On the other hand, IRRs do not hold ‘all of the AS objects on the Internet,
' pecause operators of ASs are not forced to register their information in an IRR.

~ This issue makes operators view an IRR as an incomplete database, causing a

" yicious circle which prevents the increased of utilization of IRRs [15].

3.2 Classification of the Inconsistency

 In this section, we discuss the definition of inconsistencies that could prevent peer

. connectivity between ASs.

The inconsistencies are roughly classified into the following two types:

e inconsistency in route information import

There are less description of route information in export sentence or there

are too much description of route information in import sentence.

e inconsistency in route information export
There are less description of route information in import sentence or there

are too much description of route information in export sentence.

- In the following subsections, we first explain each type of inconsistency, and

. then describe classified inconsistencies in more detail.

S 3.2.1 Inconsistency in Route Information Import

~ When 5 peering connectivity is held between a source AS and a transit AS, the
- transit AS has to export the route information of the destination AS, and the
 source AS has to import the route information. If this route information is missing

in the policy of the source AS or the destination AS, the source AS cannot get

» Connectivity to the destination AS. We focus on and explain a case inconsistency

in route z'nformation' import in the following example, which the export sentence

| ,7 for the destination AS is missing in the transit AS’s policy.
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As shown in Figure 1, AS 1 and AS 2 operate under the contract that AS 2
provides transit for the traffic from AS 1 to AS 3 and AS 4. According to this
contract, the operator of AS 1 registered the policy shown in Figure 2 which is
configured to import the routes for AS 2, AS 3 and AS 4 from AS 2. On the
other hand, the policy registered by the operator of AS 2 is shown in Figure 3; in
this policy, the route of AS 4 is missing by accident. The router configurations
generated from these policies by IRRToolSet [16, 17] are showﬁ in Figures 4 and 5.
In these configurations, each network address presents the route of each AS. Note
that in Figure 4, ASI imports routes of AS 2, AS 3 and AS 4. On the other
hand, in Figure 5, AS 2 exports only AS 2 and AS 3. If the operators apply these
configurations to their routers, the router of AS 1 cannot receive the route of AS
4 so that AS 1 cannot establish connectivity with AS 4.

import export
AS2 AS2
AS3 AS3
[L_AS4 1]
AS1 | { AS2

Figure 1. Inconsistency in route information import

3.2.2 Inconsistency in Route Information Export

In contradiction to above example, we explain a case, which the import sentence
is missing in the source AS’s policy. If a source AS does not import the destina-

tion AS’s route information from the transit AS, the source AS cannot establish
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aut-num: AS 1
as-name: EtoNet

import: from AS 2
accept AS 2, AS 3, AS 4

Figure 2. Policy registered by AS 1

~aut-num: AS 2
as-name: SailNet

export: to AS 1
announce AS 2, AS 3

Figure 3. Policy registered by AS 2

4 B
import proto bgp as AS 2 {
192.168.2:0 masklen 24 exact;
//route information of AS 2/
192.168.3.0 masklen 24 exact;
//route information of AS 3/
192.168.4.0 masklen 24 exact;
//route information of AS 4/
all restrict;

I | )

Figure 4. Configuration on a router in AS 1

connectivity between the destination AS. In the following example, we describe

: : this problem as the inconsistency in route information export.
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f
proto bgp aspath .* origin any {

192.168.2.0 masklen 24 exact;
//route information of AS 2/

192.168.3.0 masklen 24 exact;
//route information of AS 3/

all restrict;

} : "
N J

Figure 5. Configuration on a router in AS 2

Assume that AS 1 and AS 2 registered the policies shown in Figures 7 and 8.
In this case, the transit provider (AS 2) registered the proper policy according to
the contract. However, in the policy of AS 1, the sentence required to import the
route of AS 1 is missing by accident. The router configurations generated from
these policies are shown in Figures 9 and 10. In this case, although AS2 exports
routes of AS2, AS3 and AS4, AS1 imports only AS2 and AS3. As a result, AS 1
cannot establish the connectivity with AS 4.

import : export
AS2 AS2
AS3 AS3] . O
e AS4 |1
AS1 | { AS2

Figure 6. Inconsistency in route information export

Based on these premises, we have classified more details of these inconsisten-

cies as shown in Table 1, in which AS-SET object is an aggregate of aut-num
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aut-num: AS 1
o as-name: EtoNet

import: from AS 2
accept AS 2, AS 3

Figure 7. Policy registered by AS 1

aut-num: AS 2
as-name: SaiNet

export: to AS 1
announce AS 2, AS 3, AS 4

Figure 8. Policy registered by AS 2

g N
import proto bgp as AS2 {

192.168.2.0 masklen 24 exact;
//route information of AS 2/
192.168.3.0 masklen 24 exact;
//route information of AS 3/
all restrict;

}
A J

Figure 9. Configuration on a router in AS 1

object. Like an AS specifying another AS as a peer, an AS can also specify an
AS-SET as a peer. '

323 Other Attributes.

i Although there are several other attributes and parameters in an aut-num ob ject,

e ‘We focus on inconsistencies classified in Table 1 for this research.
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/
proto bgp aspath .# origin any {

192.168.2.0 masklen 24 exact;
//route information of AS 2/
192.168.3.0 masklen 24 exact;
//route information of AS 3/
192.168.4.0 masklen 24 exact;
//route information of AS 4/
all restrict;

Figure 10. Configuration on a router in AS 2

Table 1. Classification of inconsistencies
Inconsistencies in | peer AS-SET does not exist on IRR database

route information | peer AS does not exist on IRR database

import peer AS does not export any routes to the AS

peer AS does not export route which the AS imports

Inconsistencies in | peer AS-SET does not exist on IRR database

route information | peer AS does not exist on IRR database

-export peer AS does not import any routes from the AS

peer AS does not import route which the AS exports

In import and export attributes of an aut-num object, RPSL defines action at-
tributes that enable more detailed configurations, such as MED, Local Preference

and community parameters, which are described in Figure 11.

import: from AS 2
action pref = 10 ; med = 0 ;
community.append(10250, {3561,10}) ;
accept AS 2, AS 3, AS 4

Figure 11. import sentence with action attribute
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~ Inthis case, an action attribute sets a constraint on imported route prefixes for
" each parameter. Of course, it is possible that these parameters are inconsistent
 with the specification of the peer AS’s action attribute.

One of inconsistencies that may disturb connectivity between peering ASs is

: the inconsistency caused by description of Well-Known Community in COMMU-
-~ NITY path attribute.[lS] When an AS sets NO_.EXPORT COMMUNITY path

- attribute to a certain export route, the route will not be announced to the peer

- AS. On the other hand, if the peer AS configured the policy to import the route, -

" their policies are inconsistent and the connectivity may be disturbed.

In this research, to simplify the classification of inconsistencies, we focus on
only the inconsistencies described in Section 3.2.1 and 3.2.2.

Therefore, we focused on inconsistencies classified in Table 1 in this research.

3.3 Discussion of Required Solution

In this research, we aim to establish a mechanism to conduct accurate inspection

on a global scale with high efficiency. To accomplish this goal, we need the

L following three systems: a system for a-priori inspection of a policy’s consistency

 before it is registered; a system to aggregate all IRR databases in the world; and

a system to perform a comprehensive inspection of consistency in the aggregated

~ IRR databases.

3.3.1 A-priori Inspection of Consistency

- We propose and implement a system to investigate the consistency of AS policies

) in IRR databases globally. When an operator intends to register his/her AS’s

- policy, it is difficult to check whether the policy is consistent between peering ASs.

~ This fact may cause inconsistencies to arise between policies of the operator’s AS
and peering ASs, and we therefore need a system to inspect the consistency of
the policy before it is registered with the IRR database.
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3.3.2 Aggregation of IRR Databases

We decided to collect and aggregate all policies of IRR databases in the world,
to inspect consistency in more detail. .

When any organization gains an AS number from the RIR, it needs to register
its policy with the IRR database. However, the IRR server is managed by any
organizations as we mentioned in Section 3.1.1. Therefore, the policies of each AS
are distributed to each of the IRRs. To inspect the consistency of AS policies, we
have to collect and store them in one place. Because the databases are open to
the public, we decided to collect all 55 of the accessible IRR databases including '
RIPE, RADB and APNIC. In this paper, we call the collected databases the
Unified IRR Database. ‘

Unified IRR Database
Now, we describe the algorithm of the Unified IRR Database. Basically, we
extract all of aut-num objects from each IRR database and store them in the
Unified IRR Database. aut-num object in the Unified IRR Database consists of
AS number, import sentences and export sentences. At this moment, we should
notice that there are duplicate aut-num objects registered into multiple IRRs. In

this case, we merge them based on the following rules.

1. Restructure the duplicate aut-num objects as a aut-num object and store

import and export sentences in it.

2. If multiple sentences import different routes from same peer AS, store both

sentences in separate. Treat multiple export sentences as same.

3. If multiple sentences import same routes from same peer AS and they have
different actions, check the updated date and adopt the most up-to-date

sentence.

4. In the above step, if the updated dates of both sentences are same, deter-
mine they are inconsistent and discard them. Because we can not decide

automatically which sentence is the valid direction.
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. We have considered another algorithm that is to adopt the most up-to-date
* object and discard the other instead of merging them. However, we decided to
- merge them because the operator might divide the AS’s information into several
parts and register them into multiple IRRs intentionally.

3.3.3 Compreherisive Inspection

“ By aggregating IRR databases as described above, we can perform a comprehen-

sive inspection of all the accessible IRR databases currently in operation. Then,

g described in section 3.3.1, we can make clear the need for a-priori inspection

_ of the policies.

3.4 Designing the Inspection System

Before implementing these systems, we have to discuss the adequacy of our
. methodology compared with alternative proposals for aggregation of IRR databases.
" Then we have to consider the synchronization of the Unified IRR Database and
the Public IRRs.

3.4.1 Using Whois Query

. As an alternative proposal, we could use whois[19] query to perform a-priori

* inspection. IRRd has whois interface to provide us registered ASs’ information.

When we send a query that specifies a particular AS number to an IRR server, the
- IRRd sends back to us a response that includes the specified AS’s information [13].

Using this function, we can implement the following system: when the system
receives a query of policy inspection, it sends whois queries to IRRs, then it can
- collect peer ASs’ policies. ‘

On the other hand, as described in Section 3.3.2, each AS’s policy is deployed
in IRRs that are also repeated throughout the world. Besides that, there is no

appropriate way to know which IRR the required policy is in, so that it is difficult

to perform a-priori inspection if all the IRR. databases are not integrated.
For this reason, we decided to construct the Unified IRR Database instead of
Using a, whois query.
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3.4.2 Database Synchronization

We decided to update the Unified IRR Database every thirty minutes for the fol-
lowing reason. In current operation of IRR, many IRRs mirror their information
each other every thirty minutes. On the other hand, there are some IRRs that
mirrors once a day. Therefore, the Unified IRR Database updates its database
every thirty minutes in accordance with the shortest cycle of the other IRRs.
In this case, the time lag between the Unified IRR Database and a certain IRR
may be one hour at a maximum. Considering that there are IRRs that mirrors
once a day, we determine that this time lag does not lead to critical problems of

inspection.

3.5 Proposed System and Implementafion

To investigate and prevent the inconsistencies, we propose Policy Check Sefver,

which consists of three main components as follows.

e To inspect consistency between ASs, we need the complete set of policies
for all the accessible IRR databases in the world. Therefore, we constructed
“the Unified IRR Database by DBGenerator-

¢ To make clear the necessity of inspecting consistency of policies, Database
Checker is produced, which inspects how many inconsistencies exist on the
Unified IRR Database.

e Policy Checker gives an opportunity to an AS’s operator to inspect whether

his policy is consistent with the policies of its peering ASs.

3.5.1 DBGenerator

DBGenerator collects policies from IRRs, and aggregates them as the Unified IRR
Database. Although ASs’ policies are dispersed across a number of independent
public IRRs, most of public IRRs are mirrored from RIPE, RADB and APNIC,

and available for everyone with constraints about redistribution. DBGenerator
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then injects the AS objects into a database, which is constructed by PostgreSQL
database. In the aggregation process, if there are an AS’s duplicated objects
in several IRRs, DBGenerator aggregates and reconstructs them into an object

rather than discard either one of them. Thus, DBGenerator tries to collect an

: AS’s policies as much as possible.

o 3.5.2 Database Checker

Database Checker inspects how many inconsistencies exist on the Unified IRR,
‘ e Database. It inspects all the policies in the Unified IRR Database according to
= rthe' algorithm shown in Figure 12.
The algorithm consists of three phases.

1. Database Checker specifies the peer AS by import or export sentences,
and holds the peer AS as an AS object. If the peer AS does not exist
on the Unified IRR Database, Database Checker records this fact as an

inconsistency.

2. Database Checker compares import sentences of the input AS and export
sentences of the peering AS. If the peering AS does not have an export
sentence which specifies the input AS as a peer like this:

e export: to input AS announce AS 3 ... ,

Database Checker records this fact as an inconsistency. Otherwise, Database
Checker determines whether the peering AS exports the route prefix which
the AS intends to import from. If it does not, Database Checker records the
fact as an inconsisfency. In the next phase, Database Checker compares the

export sentences of the input AS and the import sentences of the peering
AS.

3. Database Checker outputs the collected inconsistencies to a, log file.
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 [specify peering AS ]
extract import, export sentences from input AS object ;
if (the peering AS (or AS-SET) exists on database) {
create "Authum® cbject as a peering AS ;
Jelse {
warn as an inconsistency “Peer AS (AS-SET} doesn’t exist on IRR database" ;
}
[ inspection of import sentence ]
for (number of import sentence of input AS) {
for (numbier of export sentence of peer AS) {
if (the export sentence of peer AS specify input AS as a peer) {
if (the sentence doesn’t export required routes) {

warn as an inconsistency "Peer AS doesn’t export route which the AS imports ;
) .

}else{ )

warn as an inconsistency “Peer AS doesn’t export any routes to the AS ;

}
}
}
[ inspection of-export sentence ]
for (number of export sentence of input AS) (
for (number of import sentence of peer AS) {
if (the import sentence of peer AS specify input AS as a peer) {
if (the sentence doesn’t import required routes) {
warn as an lncoﬁsistency “Peer AS doesn’t import route which the AS exports ;
}else{

warn as an inconsistency “Peer AS doesn’t import any routes from the AS” ;

Figure 12. Inspection Algorithm

As we explained in Section 3.1, IRRs do not hold all of the AS objects in the
Internet. Regarding this issue, the following situation can be assumed.

Since an AS imports 50 route prefixes from its peer AS, if the peer AS is not
registered with any IRR, it is assumed that Policy Checker issues 50 warnings for
every route prefix. However, the inconsistencies are based on a single factor: the
peer AS is not registered with any IRR. To eliminate these redundant warnings,

we bind up these inconsistencies in one inconsistency, which is “peer AS does not
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~ exist on IRR database”. Policy Checker is designed to detect this inconsistency

using the algorithm shown above (Figure 12).

3.5.3 Policy Checker

~ Policy Checker gives an operator the opportunity to inspect the policy which
he/she intends to register with an IRR database. Policy Checker keeps all of the

| latest entries of an ‘IRR database as the Unified IRR database, which is made by

" DBGenerator, so that it is suitable for Policy Checker to be managed inside an
" IRR server.

The flow of the process is as follows.

1. The policy input by the operator is transmitted to Policy Checker.

2. Policy Checker creates an AS object from the input policy and transmits it
to Database Checker.

3. Database Checker then inspects the consistency between input policy and
the peer AS’s policy, as described in section 3.5.2.

4. Database Checker returns the collected inconsistencies to Policy Checker.

5. Policy Checker generates an HTML document from the result of the inspec-

tion, and displays it on the operator’s web browser.

The process of inspection starts on a web-based interface which is deployed as

' aJava Serviet on TOMCAT (Web application server). If any inconsistencies are

: detected, Policy Checker displays warnings on the operator’s web browser. The

operator of the AS may then correct the corresponding entries and register the

consistent policy. The basic composition is shown in Figure 13.
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Figure 13. Basic components of Policy Checker

3.6 Analysis of Inspection Results

We built up the Unified IRR Database from 55 public IRRs such as RIPE, Level3,
RADB, Cable and Wireless, APNIC, Verio and so on. Most of these databases
are mirrored by RADB, so that we obtained them from RADB IRR server. The
list of the collected main objects and attributes in the Unified IRR Database is
shown in Table 2.

As a result of our investigation, we have found that 71.2% of the 12,582
registered ASs in IRRs have at least one inconsistency which is shown in Table 1.
These results are shown in more detail in Figure 14, which indicates that there is
variation in the number of inconsistencies according to the AS number. In other

words, inconsistency decreases as the AS number becomes larger.
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Table 2. List of Objects and Attributes

l Objects / Attributes | Number
aut-num object 12,583
as-set object - 4,807
route object 296,035
import sentence 52,986
export sentence 51,107

We assume that ASs who have smaller AS numbers have many inconsistencies
because of following reason. AS numbers are assigned in an order from smaller
one to larger one by RIRs, therefore, smaller AS numbers are assigned earlier time
than larger AS numbers. The difference of the assigned time between smaller and
larger AS numbers may affect the numbers of the inconsistencies. In other words,

it is thought that an AS which has a smaller AS number tends to have many peers,

" sothat the AS has many import or export sentences and many inconsistencies.
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Figure 14. Number of inconsistencies in each AS
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In Figure 14, we divided the AS numbers into every 1000 numbers and cal-
culated the average of the number of inconsistencies in each slot. As the result,
Figure 15 shows the averages of inconsistencies per 1000 ASs. By this figure,
it became clear that old ASs (ASs which have smaller AS numbers) have much
inconsistencies than newer ASs.

Figure 15 also shows the rate of each type of the inconsistencies classified
in Table 1. One of the notable features of this figure is that inconsistency of
Peer AS doesn’t import/ezport route which the AS ezports/imports increases as
the AS number becomes smaller. This fact means that although many old ASs
specify peer ASs in their routing policy, they do not import or export necessary
routes. We suppose that old ASs may have many peer ASs, so that it is difficult

to describe the correct route information.

Averages of Inconsistencies per 1000 ASs
25 T T

Peer AS and AS-SET doesn't exist ———
Peer AS doesn't i or export any routes --------
i Peer AS doesn't import/export route which the AS e)qaorisfunp'on':l
H e
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o
T
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Figure 15. Averages of Inconsistencies per 1000 ASs

Details of the inconsistencies in all registered AS policies are shown in Table 3.
In Table 3, the “Rate”column shows the rate of ASs which have any of classified
inconsistencies in all 12,582 ASs. As a significant result, we found that the rate of

two categories Peer AS does not ezport any routes and Peer AS does not import
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 [, can increase their efficiency of operation on the BGP network by generating

s router configurations from IRR database automatically, we found out that this

functionality is hardly used at all.

Table 3. Details of inconsistencies

: any routes are particularly higher than the other categories. This result means
that, although a particular peer AS exists in the IRR database, the peer AS
- does not specify the AS as a peer. RPSL is designed to describe the routing

configuration, particularly for import and export sentences. Although operators

Classification Inconsistent Rate

ASs (in 12,582 ASs)

1 | Peer AS-SET does not exist 64 0.5%
2 | Peer AS does not exist 4,876 38.6%
3 | Peer AS does not export any routes 5,553 44.1%
4 | Peer AS does not import any routes 5,437 43.2%
5 | Peer AS does not export expected route 444 3.5%
6 | Peer AS does not import expected route 728 5.8%
Total of Inconsistent AS 8953 71.2%

3.7 Performance Evaluation

Database Checker spent 2100 seconds to inspect the whole database. Since the
- number of registered aut-num objects is 12,582 entries, it takes an average of 0.17
~ seconds to inspect each aut-num object. However, this figure is just an average
for each inspection, and actually the time for each inspection increases linearly
with the number of import and export sentences. Tt is thought that the number

- of policies in IRR databases will increase, so that it is necessary to reduce the

- time for the inspection.

Because Database Checker sends several queries to PostgreSQL database for
€very import and export sentence while it 'inspects the policy, it is clear that the
- Majority of the time required for the inspection process is spent for disk I/0O. In
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future work, therefore, we will improve the performance of Database Checker by

optimizing the algorithm to reduce the number of physical disk I/Os.

3.8 Related Work

‘The Routing Registry Consistency Check (RRCC) project [15, 20] reports in-
consistency between IRR databases and the real Internet. Tools which detect
inconsistencies are available on their web site.

The definition of RRCC’s “inconsistency’is a gap between an AS’s policy and
actually advertised route prefixes such as: route prefixes which are not adver-
tised on the real Internet although they are registered on the IRR database, and
route prefixes which are not registered on the IRR database although they are
advertised on the real Internet..

On the other hand, our research detects inconsistency among the registered
policies. Since both of RRCC and our research aim to improve the integrity of
IRR databases by correcting their inconsistencies, these two studies complement

each other.

3.9 Discussion

In this section, we will consider the detail classification of inconsistencies such as
Well-Known Community problem as we mentioned in Section 3.2.3.

We also need to consider the aggregation algorithm of the Unified IRR Database.
In this paper, we discarded duplicated sentences on multiple IRR databases. We
discuss the other a;lgorithms that takes in both of duplicated sentences.

3.9.1 Consistency Chain

By correcting inconsistencies between peering ASs, we believe that it is possible
to exchange route information between ASs that are not directly peering. Even-
tually, it will be also possible to improve the consistency of all IRR databases.
For example, consider the situation shown in Figure 16. In this situation, the
requirement is to give AS 1 connectivity to AS 2 and AS 3. To complete this
requirement, each AS has to declare that it will import or export expected routes.

31




. At the initial state (Figure 16(a)), AS 2 does not export the route of AS 3
to AS 1. Furthermore, AS 3 does not export the route of AS 3 itself to AS
2. At this state, the route of AS 3 is never transmitted to AS 1, so that AS

1 cannot establish connectivity to AS 3.

2. At this state, if operators use Policy Checker, it tells them that AS 2 does
not export the expected route to AS 3, so that the operator of AS 2 would
be able to correct the corresponding entry (Figure 16(b)).

- 3. However, at the next state (Figure 16(c)), Policy Checker tells the operator
of AS 3 that AS 3 does not export any routes to AS 2. On this warning,
* the operator of AS 3 would be able to subjoin an entry properly.

4. As a result, the policies of each AS are corrected and AS 1 is able to receive
the route of AS 3 (Figure 16(d)).

Finally, connectivity between AS 1 and AS 3 is established. This connectivity
- isestablished only when operators use Policy Checker and correct the correspond-
| ing entries. Thus, by using Policy Checker, it is possible to check consistency
between ASs that are not directly peering.

In the near future, we intend to investigate this functionality of Consistency

" Chain in all accessible IRR databases.

3.10 IRR Object Garbage Collector

- As we mentioned at the beginning of this chapter, we have designed and imple-

- mented “IRR Object Garbage Collector”, which forces owners of objects in IRR
database to update their objects in a certain period. The main purpose of this
! effort is also to improve the reliability of IRR database. IRR. database stores
~ various kinds of objects that are registered by maintainers of each AS so that
IRR database reflects practical state of current inter-domain network. However,
IRR accumulates objects which are not updated for a long-term after they are

registered. These objects lose touch with the practical network operation, as a
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Figure 16. Consistency Chain

result, they impair the reliability of IRR database. Although this issue is well
known as the IRR’s garbage object problem for a long time, no countermeasures
have been taken for this issue.

As a solution for this issue, we have designed and implemented IRR ob-
Jject garbage collector, which is an attempt to reduce garbage objects in an IRR
database. IRR object garbage collector classifies objects into following four cat-
egories based on changed field of each object.

e initial state: objects that are newly registered or updated

* expired: objects that are not changed for a certain period after registered
or updated

e access precluded: objects that are not changed for a certain period after
expired
In this state, the objects are removed from the database and stored in a
temporary file.
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- o deleted: objects that are not requesﬁed to recover by their owner for a
certain period after accesses to them are precluded

In this state, these objects are removed from the repository file and they

are completely disposed from IRR.

According to these states, IRR object garbage collector executes following

~ processes.

s check and prenotification of expiration Based on changed dates, the system
checks whether each object is expired or not. If it is expired, the system
sends a prenotification of the expiration to the maintainer of the object by

an e-mail.

o access preclusion and notiﬁca,tion After the expiration date, if an object
is not updated in a certain period, the system temporarily removes the
object from IRR database, and sends a notification to the maintainer. The
object becomes hidden from users of IRR. after this process. and stored in

a repository file for a certain term.

e deletion The objects in the repository file are deleted in this process unless

the maintainers of those objects request to restore them in a certain period.

e display a list of expiration dates of objects For the maintainers of each
object, IRR object garbage collector features a function to display the ex- ‘
piration dates of objects with the web browser.

; After the initial test operation, this system is deployed and in operation on the

IR server of JPNIC. In the initial operation, the system published notifications

- of expiration for the 180 objects that is not updated for over twelve months,

and these notifications were sent to 24 maintainers of each object. After three

months of the initial operation, in the access preclusion process, nine objects that

Is maintained by three maintainers were removed from database to the repository

file. Accordingly, it is clear that most ob jects were updated after they are expired

. by the day of access preclusion process. By long-term operation of IRR object
. Barbage collector, it will keep high integrity IRR database.
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3.11 Field Work at JPIRR

As a proof of our activities as JPNIC IRR Planning Team, we show the current
status of the consistency in JPIRR database. Table 4 represents the comparison

of the rate of ASs which have one or more inconsistencies.

Table 4. Comparison of the Inconsistent ASs

Classification Inconsistent Rate Rate of

ASs (in 37 ASs) | Unified IRR

1 | AS-SET does not exist 0 0% 0.5%
2 | AS does not exist . 2 54% | 38.8%
3 | AS does not export any routes 15 40.5% 44.1%
4 | AS does not import any routes 15 40.5% 43.2%
5 | AS does not export expected route 1 2.7% 3.5%
6 | AS does not import expected route 2 5.4% 5.8%
Total of Inconsistent AS 15 40.5% 71.2%

In every type of inconsistency, ASs in JPIRR showed lower rate of inconsis-
tency than ASs in Unified IRR. Although the number of the stored AS policies
in JPIRR is 37, fewer than Unified IRR, this result indicates JPIRR. users’ high
awareness of registering correct policies than the other IRRs’ users.

Howeverb, the rates of inconsistencies “AS does not ezport / import any routes’ are
much higher than the other inconsistencies in JPIRR. Therefore, it is still nec-
essary to appeal the importance of keeping consistency of AS policies to enable
PBRM method.

As another aspect of our field work, we compared the update status of objects
in Unified IRR and JPIRR. Figure 5 shows that most objects in JPIRR are
updated within two years whereas there are many objects which are not updated
since 1990°s in Unified IRR. In Unified IRR, there are even many objects which
are not updated sinée 1995, and most of these objects do not reflect cﬁrrent
routing policies. On the other hand, although JPIRR has been in operation for
only four years since 2002, objects in JPIRR have been updéted at least one
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time. IRR Object Garbage Collector permits an object’s expiration term to be
maximum two years, so even the oldest objects in JPIRR have been updated in

- 9003.

Table 5. Comparison of Changed Date

| Year | Unified IRR | Rate | JPIRR | Rate |
(before) 1999 10175 | 8% | - 0| 0%
2000 5690 | 4% 0| 0%

2001 11376 | 9% 0| 0%

2002 | 14680 | 11% 0| o%

2003 19632 | 15% 0] 1%

2004 28236 | 21% 28| 2%

2005 39478 | 30% | 1356 | 96%

2006 2318 | 2% 13| 1%

total 131585 | -| 1d07| -

In this way, AS operators obtain precise notifications, which are the opportunities
to check whether their registered policies are correct or not. In this regard, we
did not employ a way to correct AS policies automatically because a modification

which is contrary to the operator’s intention would cause enormous influence to

- the global Internet. To advance the use of IRR for the deployment of PBRM

method, tools are required, which help AS operators to use IRR more conveniently
such as Policy Check Server and IRR Object Garbage Collector.

~ -3.12 Summary

In this chapter, a deployment of PBRM method in inter-domain network opera-
tiOIl was discussed. Since there are RPSL, IRR and IRRToolSet which are a set

of operation tools to support BGP network operation, we decided to follow and
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advance the use of them. As our efforts, Policy Check Server and IRR Objéct
Garbage Collector were proposed to improve the reliability of IRR database.

We defined and classified inconsistencies in IRR database into two categories,
“inconsistency in route information import and ezport’, which can potentially
disrupt the connectivity between peering ASs. , ’

Based on this classification, we proposed Policy Check Server which enables
to inspect a management policy in advance of a registration. Policy Check
Server consists of three components, DBGenerator, Policy Checker and Database
Checker. Database Checker is a system to investigate the consistency of AS poli-
cies in all accessible IRR databases in the world. As a result of the investigation
by Database Checker, we have found that 71.2% of ASs have one or more in-
consistencies. From this result, we advocate that AS operators should take the
consistency between the other ASs’ policies into consideration before registering
it to IRR. To complement this concept, Policy Checker was implemented, which
gives a web interfaces to check mutual relations of AS policies.

As another activity, we implemented IRR Object Garbage Collector which
put a term limit of 12 months to objects in IRR database. In every month, IRR
Objecf Garbage Collector sends notification messages of objects’ expiration to
users, and then deletes expired objects. It also gives operators a web interface to

check their objects’ status.

Currently, Policy Check Server and IRR Object Garbage Collector are imple-
mented and in operation at JPNIC as its first step of deployment. After three
years of the operation, the higher consistency of JPIRR database is indicated in
comparison with the other IRRs.
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| 4. Policy-Based Cost Assignment Algorithm for

Intra-Domain Network

i '{ This chapter describes a proposal of a link cost assignment algorithm and system

| for OSPF routers, as an adoption of PBRM method in intra-domain network.

The proposal defines the policy as “a route selection criteria based on capability
of links between objective nodes, such as delay, bandwidth and stability’, then a

gystem is proposed, which employs a multiple dimensional constraints and linear

' , 7 programming method.

As same as inter-domain network, the number of routers in intra-domain
network is increasing year by year. In recent years, there is a wide variety of
 services which involve real-time and bursty traffic such as Voice over IP (VOIP)
and video streaming service as well as WWW and e-mail. To provide these
services concurrently, operators have to assign appropriate routes to each ser\}ice.
Although routers in an intra-domain network autonomously form connections
- with neighbor routers, it is difficult to configure the route selection for every
~services by manually. A route selection is implemented by configuring cost of
each link in OSPF, the common routing protocol in intra-domain networks. In
the process of the configuration, operators have to assign the link costs in the
- whole network by fine-tuning, whereas BGP allows to specify a transit route
explicitly. In the current network operation, operators have to assiign link costs
manually. Since configuring link cost becomes difficult according to increase of
network nodes, operators have to spend much time and human resources for
router configurations.
| On the other hand, there are several tools which apply the Simple Network
Management Protocol (SNMP) [22], and are commonly used to support network

" operation. "These tools reduce the burden of configuring routers by hiding differ-

ences between vendor-specific commands with Graphical User Interfaces (GUI)
- Or more user-friendly commands. Although operators use these tools, they still
have to assign the actual link costs. In otheriwords, these tools apply link costs
to routers, but they do not assign the appropriate link costs. In addition, there
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are some proposals of link cost generation which employ heuristic algorithm and
genetic algorithm as we describe from the next section. Because the objective of
these proposals is just the equalization of network utilization, they are unsuitable

for the route selection based on the type of network usage.

The PBRM aims to realize a more simple management process of route selections
than existing network management method. We assume that there are multiple
dimensional policies on each pair of objective nodes. Therefore we define the
policy in intra-domain networks as “a route selection criteria based on capability
of links between objective nodes, such as delay, bandwidth and stability’.

In this chapter, we define a policy description method firstly, and then an al-
gorithm is proposed, which automatically generates link costs for multiple routers

from a policy concurrently.

4.1 Related Works

In this section, we will review previous work on link cost determination algorithms
‘based on network conditions. In IGP protocols such as Open Shortest Path First
(OSPF) [23] and IS-IS, primary and secondary route is determined based on link
costs configured by opefators. Although configuring link costs has a significant
- impact on network management, it is more difficult as network becomes larger.

To reduce operators’ burdens, some link cost dete:mihation algorithms have

been proposed.

4.1.1 Heuristic Algorithm

The link cost determination algorithm proposed by Fortz and Thorup [6] adopted
a heuristic algorithm for traffic engineering to derive semi-optimal route selection.
In this ‘approa.ch, a penalty is applied to the link when the flow rate exceeds a
certain threshold, and a new cost is then set which prevents subsequent overflow
of the link. By applying this rule to all links, network usability was improved.
Since link costs before and after adoption of this approach may differ vastly, it
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may take a long time for convergence. Pham [24] modified Fortz and Thorup’s

approa,ch- by limiting the range of the change, and reduced the convergence time.

4.1.2 Genetic Algorithm

S Mulyana [7] applied a genetic algorithm (GA) for cost determination. This ap-

proach applies the number of routers, number of links and their bandwidth, uti-

lization rate and its average, and current link costs to a genetic algorithm for
cost determination. Link costs were compared before and after adoption of the

algorithm as a constraint for fast convergence.

4.1.3 Problem of Related Works

. The purposes of these approaches are to automate network operation. Link costs

 are determined and configured dynamically, without the operator’s burden, and
in this respect, their approaches satisfy the requirements of automated operation.

In current standard network operation, operators seldom use these techniques,
and they still determine link costs manually. We assume this is because the

~ existing approaches do not reflect operator’s genuine requirements; operators do

not really want to equalize the rate of flow across the network, but just to apply

their own organizations’ policies to particular routes.
We discuss this issue in more detail, and show our proposed solution to this

problem, in the following section.

4.2 Policy-Based Cost Assignment Algorithm

The purpose of our approach is to determine link costs automatically based on

a policy. In our approach, operators need only to specify their routing policy,

~ that is, their preferences such as delay, bandwidth and stability. Our system

 selects the most preferred route which satisfies the given policy, and then assigns
 appropriate costs for each link. In this section, we show the basic algorithm used
in our approach. '
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4.2.1 Definition of Policy

Before describing our approach, we need to define the word policy. Policy is
an operator’s selection of routes based on delay, bandwidth and stability. The
operator can choose the most preferred parameter from delay,i bandwidth and
stability on each route between a certain source and destination.

The meanings of these parameters are as follows.

o delay: one-wayk transmission delay

e bandwidth: bandwidth of each interface on a router

o stability: the numbef of times that a link is down for a certain period

Preferences of Routes
How are parameters selected on a real network? We have to consider both the
local preference and the global preference.

The local preference is a preference for links on certain source and destination

nodes. For example:

e An operator may prefer a wider band link on a route between a WWW
server and an egress router, on the assumption that collisions by many

accesses and attacks may otherwise occur.
e An operator may prefer a more stable link on a backbone route.

e An operator may prefer a low-delay link on a route for applications that

are sensitive to delay, such as VoIP and streaming.

The global preference is a single policy that is applied across the network. For

example:

* An operator may choose between delay, bandwidth or stability as the pref-
erence for the whole network except on routes where local preferences are

applied.

41




o If a network failure occurs on some links, an operator may switch to more

stable links on an alternative route to prevent network flapping.

Operators do not need to apply local preferences to every route in the network,

- but only to certain routes.

A set of these preferences is defined as the policy. Policy is not based on
‘u’cilization of a network, but on management preferences which reflect operators’
actual intentions flexibly. ‘

| We propose a link ‘cost determination algorithm in which operators just need
to specify local preferences and a global preference. The basic algorithm is shown

: in the next section.

' 4.2.2 Assignment Algorithm

. The algorithm consists mainly of three phases: primary and secondary route

~ selection, constraints determination and link costs determination. The purpose

of each phase is as follows. -

1. primary and secondary route selection
In this phase, an operator can specify a preference for a route between
certain source and destination nodes, and also specify a preference for an
alternative route in the case of network failure between the nodes. Based
on these preferences, our system determines primary and secondary routes

between all nodes in the whole network.

2. constraints determination
From the selected routes, our system determines constraints to derive ap-

propriate costs by using linear programming [25, 26, 27] in phase 3.

3. link costs determination
Finally, our system determines the cost for each link using linear program-

ming.
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The specific processes of each phase are described below.

Primary and Secondary Route Selection :

In this section, we describe the algorithm to select primary andbsecondary routes
between source and destination nodes in the whole network. In this phase, we
decide primary and secondary routes for each pair which consists of all nodes in
the network.

At first, our system decides pseudo-costs that are temporary parameters to
derive primary and secondary routes from specified local and global preferences.
Besides these preferences, we use some more parameters (Dy;, Bj;, Si;) that are
given from network conditions.

These parameters are defined as follows:

o delay:
When the result of an Round Trip Time (RTT) measurement between two
routers % and j (X;;(msec)) is given, the value of delay (D,]) parameter is
defined as
Dj=Xy  (Xy3>0)

e bandwidth:
When the bandwidth of a link between routers ¢ and j (Y;;(Mb/s)) is given,
the value of bandwidth (B;;) is defined as

Bij = o (¥; > 0)

e stability:
The stability value is determined by the frequency of Link State Advertise-
ment (LSA) type-4 packets’ appearance. When the number of frequencies
on router 4 (Z;) and j (Z;) are given, the stability value of the link between
the routers (.5;;) is defined as
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For a route between certain source and destination nodes, the local preference

: or the global preference means the priority of these parameters. The higher the

e priority become, the more the operator should define a greater coefficient. The

preferences are expressed as coefficients (o, 8, and <) in the following pseudo-

cost (PC) calculation formula:

1 1
FC=s5m0y*P% * 5p@7P T 5D(5)

1
SD(S)
= In this formula, SD(D),SD(B),SD(S) are the standard deviation of each
f 47;{ | value of delay, bandwidth and stability on the all links in the network. We used

the reciprocal of the standard deviation to correct the disproportion of the value

that is caused by the difference of the measure. In the next step, we apply these

pseudo-costs and link parameters to Dijkstra algorithm to derive the primary and
secondary routes.

Fig 17 is an example which shows how pseudo-costs are derived from giveh
parameters (DZ-], Bij, S;;) and the operator’s preferences (oz‘,‘ B, 7). It also shows

© that the primary route is selected based on the pseudo-costs.

D=16
PC=195 {B=100
$=5

D=13
PC=240 {B=10

$=2_

The Preference for s->t
delay (o) 01
bandwidth () :3

stability (- :2

Figure 17. Primary Route between s, t

By the way, in our approach, there will be multiple costs on a link, because
Primary and secondary routes are set for each pair which consists of the all nodes

in the network. As a result, there is a possibility that our algorithm determines
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a closed path with the already derived primary or secondary routes. In Fig 18,
the route from node s to k via node i is selected as the primary route between
nodes s and t. On the other hand, the route from node s to k via node j is also
selected as thé primary route between node s and k. These routes form a closed
path, so that it is difficult to decide which route should be selected. ‘k

— Primary Route (s, t)
=====p Primary Route (s, k)

Figure 18. Closed Path

To avoid this problem, we made a following chyange to Dijkstra Algorithm:
when our system detects a route which comprises a closed path on another route,
it does not update the shortest path with the route.

Now we explain the determination algorithm of a secondary route. When
a certain link is assumed to be down, our system first detects pairs of source
and destination nodes whose primary routes are influenced by the link down. It
then determines secondary routes for each detected pair of nodes using the same
algorithm as the primary route.

Constraints Determination

Having determined primary and secondary routes for all nodes in the network,
our system now derives the constraints to determine the Unified Link Costs,
which are the actual link costs of a router configuration. This is done by using
the following rules:

e cost of primary route < cost of secondary route
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e cost of primary route < cost of each route except the primary route

o cost of secondary route < cost of each route except primary and secondary

routes

By applying these rules to all routes, we can obtain the constraints for lin-
: ‘ ear programming determination of Unified Link Costs. However, it costs a vast
o amount of computational time efforts to search all routes between source and

destination nodes and derive constraints for them. To reduce the computation,

" e searched only routes consistihg of two paths: the shortest path between the

- gource node and the node adjacent to the destination node; and the path be-

tween the adjacent node and the destination node. This practice reduces the
computational complexity to O(n?).

This mechanism is illustrated in Fig 19.

—— Primary Route

—--—» Secondary Route

Figure 19. Constraint Route

Let us assume that X, sre,dst 1S the total cost of the primary route between the
source and destination nodes, ¥, 45 is the total cost of the route between source
and destination nodes, and W T, 4 is the cost of the link between an adjacent
node and the destination node.

With these assumptions, the following constraints are formed with the adja-

Cent nodes 1, j, k.
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X <Y

Yo < X +WT,

Hereafter, we call the route the constraint route which is expressed by X,; +
WT.

According to the algorithm described below, we can now derive the constraints
for the primary, secondary and constraint routes.

Link Cost Determination
Having determined the constraints, we now explain how to derive the Unified
Link Costs from those constraints.

When the following definitions are given:

e adjacency matrices of primary, secondary, and constraint routes,

respectively: Cp;;, Csij, Ccyj.
e a set of link cost of each route: X;;
e any positive integer: &

we can express the constraints as follows.

Y2 (Csij — Cpyj) Xy < €

=1 j=0
D> (Ceiyj— Csyy)Xys < €
i=1j=0

Xi;>1, (i=1,2,3..,n), (j =1,2,3..,n)

These are linear inequalities of X;; that have adjacency matrices as coeffi-
cients. Consequently, we can solve these constraints with linear programming by
giving an objective function. Optimization with the objective function is not so
important, however, because our goal is not the optimization but rather to derive

costs which just fulfill operators’ policy.
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Operators do not usually set each cost in increments of one, because if they
’ want to add new links in the network, or if they change their policy later, they

need slack between each cost value to avoid having to change all the costs on

each link. To derive costs that have appropriate slack between each other, we

hold costs as low as possible, and multiply them depending on operators’ needs.

Under this assumption, we define the objective function as follows.
' n n )
i=1 j=0

We can now obtain the Unified Link Costs by applying these constraints and

objectivé functions for linear programming.

4.3 Implementation

We implemented a prototype of our proposed algorithm. The architecture of this

v system is shown in Fig 20.

i " 1
L] Policy for Primary Routaj}
HE i

_’I Constraints Determination ]

I-:- H Policy for Secondary Hout} i 1

[ £

" : {" Topology Information By bbbl --——I Link Costs Determination l
'

i

' UV, S——

! '-—I Primary Route Selection I { Link Costs H

' S————— —

1

]

l

'
- 0' Secondary Route Selection
l

Figure 20. System Architecture

At first, the system receives topology information about the network, and
Policies to decide primary and secondary routes. It then generates primary and
secondary routes from the topology and policies in primary route determination

phase and secondary route determination phase, respectively. With the derived
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routes, the system next generates constraints in constraint determination phase,
and the system finally generates the Unified Link Costs with a free tool named

“Ip_solve”in the link cost determination phase.

4.3.1 Primary Route Selection Phase

In this phase, the system receives the policy as user input, which consists of
topology information about the network expressed by adjacent matrices, and
operator preferences such as delay, bandwidth and stability.
We devised a determination algorithm for the primary route based on the
theory described in section 4.2.2. All primary routes are determined by applying
 this algorithm to each source and destination node of the whole network. These )

routes are stored and passed to other phases.

4.3.2 Secondary Route Selection Phase

In this phase, the system receives topology information and operator preferences
as in the primary route selection phase. Unlike the previous phase, the system
changes the dead link in the topology information, then searches the primary
routes for routes that go through the dead link. The system applies the determi-
nation algorithm to these routes, and also does a closed path check by comparing
the current route with the primary and secondary (if it already exists) routes.
Thus, the system determines a secondary route between source and destination

nodes that is invoked by a certain link’s failure.

4.3.3 Constraint Determination Phase

This phase consists of the following three components.
e objective function determination
e constraint determination

e finite limitation and counting number limitation of link costs
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The results from each component are formatted as constraints for linear program-
ﬁﬂng. : _

Objective Function Determination
k This component receives the topology information and searches pairs of nodes
which have finite route, in other words, which have at least one route between
them. The results are written in a format such as “min : z;z; + ..7to a file
named constraint.dat.

Constraints Determination
Based on section 4.2.2, this component generates constraints of primary and
gecondary routes.

This component specifies the adjacent nodes of a destination node, then it
" checks whether the routes are redundant or not.

Limitation of Link Costs
The values of link costs in OSPF are limited to a range from 1 to 65535, so that
this component generates a constraint to keep the costs within the appropriate

range. This component also generates a constraint to make costs integer values.

4.3.4 Link Cost Determination

In this phase, the system determines the Unified Link Costs by using the free tool
“Ipsolve”as a solver for linear programming. An example of objective function
and constraints is shown in Fig 21. In this figure, the objective function “min:
x1x2 4+ ..”implies minimization of the sum of the costs between source and
destination nodes. The entries bracketed with /* */ imply nodes adjacent to
each source and destination node.

These constraints are put into Ip_solve to obtain Unified Link Costs which

satisfy the objective function and constraints, as shown in Fig 22.

4.4 Evaluation

To examine whether the determined Unified Link Costs reflect the operator’s
Policy effectively, and whether this system reduces the operator burden in com-

Parison with manual configuration, five graduate students participated in the
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e ~ ™
min: x1x2 + x1x3 + x2x3 + x2x5 + .. + x8x9;
x1x2 = x2x1;
x1x2 > 1;
x2x1 > 1;
x1x2 < 65535;
x2x1 < 65535;
x1x3 = x3x1;

x9x8 < 65535;

/* src. 1 dst 2, neighbor 1 */
/* src 1 dst 2, neighbor 4 */
/* src 1 dst 2, neighbor 5 */
x2x3 + x3x1 + 1 < x2x5 + x5x3 + x3x1;

x8x6 + 1 < x8x5 + xBx3 + x3x6;
/* src 6 dst 8, neighbor 7 */
/* src 7 dst 8, neighbor 5 */
x8x7 + 1 < x8x5 + x5x7;

/* src 7 dst 8, neighbor 6 */
int x1x2;

int x2x1;

int x8x9;
int x9x8;

N | )

Figure 21. Objective Function and Constraints
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Value of objective function: 53
Actual values of the variables:

x1x2 3

x1x3 1

x2x1 3

x8x9 4

x9x7 3

x9x8 4

\ J

Figure 22. Determined Unified Link Costs

experimental test of the system. In addition, we examined the scalability of the
system, for use in a large scale network with a topology data of a real network
and constraints, and measured the time spent for the cost determination with the

systerm.

~ 4.4.1 Comparison with Manual Configuration

 The network topology and its specification for the experiment are shown Figs 23 and 24.

In addition, we defined the following policy to determine the primary route:
1. prefer the widest bandwidth route
2. prefer a less delay route if the routes have the same bandwidth

For the secondary route, we defined the followiné policy.
1. prefer the most stable route

2. prefer the widest bandwidth route if the stability of those routes have the

same value -

In these conditions, we carried out the experiment whose result is shown in
Table 6.
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Figure 23. Topology

route delay Dbandwidth stability )
(msec) (Mb/s)
1-2 1.6 10 0
1-3 0.8 100
2-3 0.6 100 6
2-4 15,5 10 10
2-56 17.8 10 20
3-5 1.3 1000 15
3 -6 113.2 ‘10 15
4 -7 122.4 100 10
6 =-7 125.1 10 0
5-8 123.4 10 0
6-8 10.3 100 0
7-8 5.2 10 2
7-9 8.3 1000 2
8-9 96.4 100 20
J

‘Figure 24. Topology Data
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Table 6. Result of Experimentation

manual (min) | proposed system (min)
A 30 -2
B "76 8
C 60 : 54
D 27 6
E 53 20

Although the result of the manual experiinent varied widely, Table 6 shows
that it takes more than twenty seven minutes to determine the link costs manu-
ally. On the other hand, almost all examinees finished their work within about
twenty minutes with our proposed system. This result shows the efficiency of our
proposed system. ‘ |

Examinee C spent more than fifty minutes completing his work because of

-mistakes in using the system. This result does not revoke our proposition because

(it is caused by a problem of the system’s user interface.

4.5 Summary

We aimed to reduce operators’ burden and misconfigurations in current standard
network operation.

On the assumption that the existing approaches do not reflect an operator’s
genuine requirements, we showed the necessity of a policy-based link cost deter-
mination algorithm for OSPF. We then designed and implemented an algorithm
and a system which focuses on applying constraints to each pair of source and
destination nodes, with Dijkstra algorithm and linear programming. Finally, we
demonstrated experimentally that operator burden was reduced, and we showed
the effectiveness of the system for a large scale network. As the future work, we
will prove the validity of derived costs by comparing the performance with costs

derived by the existing approaches.
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5. Discussion

In this chapter, we discuss the adequacy of our proposal, PBRM. Then we also
discuss about the necessity of each proposal for both inter-domain and intra-
domain networks.

The contribution of this research is to indicate the efficiency of a network
management method based on policy. This dissertation defined operator’s gen-
uine requirements for network management as “management policy”, and then
proposed PBRM method which consists of a definition of policy description and
a function of policy conversion. The conversion system concurrently generates
configurations for multiple routers with a consideration of mutual relations of
routers. In the implementation process of PBRM method, we took care not to
make much changes to existing protocols or management methods for widespread

deployment of proposed system.

5.1 Necessity of 'Eac_h Proposal

With the motivation that PBRM should follow existing network architecture
rather than replacing them, we have firstly reviewed the current network opera-
tion of inter-domain and intra-domain networks.

The route selection method of BGP has been called “policy routing’in inter-
domain network, because operators select routes based on “management pol-
icy”which is a set of general rules such as delay, bandwidth and monetary cost
between peer ASs. To support policy routing in more efficient Way, there have
been several proposals: RPSL is a policy description language which has a ca-
pability to express routing policy by treating AS as an network entity. | IRR
and IRRToolSet are used to convert policies written in RPSL to actual router
configurations for multiple border routers in the AS concurrently.

In other words, we realized that there is a network management method which
is compatible with PBRM method. Therefore, we tried to improve the efficiency
of the existing method to promote the widespread use of it. One of problems of

the method with IRR is inconsistencies of policies among AS objects registered in
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IRRs as mentioned in chapter 3. Based on a fact that the inconsistencies detract

the reliability of IRR,, Policy Check Server have been proposed, which is a system

S _ to prevent the increase of those inconsistencies. In addition, as a solution of IRR’s

gafbage object problem, we_provided IRR Object Garba_,g;e Collector which urges
operators to correct objects outdated.

Onvthe other hand, in intra-domain network, there are some studies of QoS
_ which enables arbitrary route selection. However, sometimes the adopﬁon of QoS
mechanism accompanies additional equipment investment and large scale change
of network topology.[28, 29, 30, 31] To avoid such modification of network, we
aimed to take in a concept of arbitrary routing management to OSPF network
which is commonly used for intra-domain network. In OSPF network, operators
need to manipulate values of link cost on each routers in the network to realize
certain route selections. Therefore, we defined a definition of policy description
and implemented the poliéy conversion system which generates actual link costs

for OSPF routers as mentioned in chapter 4.

5.2 Contribution to the Global Internet

It is important to improve reliability of whole IRRs in the world. To check
consistency among policies in only one IRR is not efficient for the stability of the
global Internet. In other words, investigating consistency of policies across the
IRRs in the world is one step toward the improvement of reliability of the global
Internet.

In chaptei’ 3, a mechanism to prevent increase of inconsistencies in IRR
database was introduced. Policy Check Server collected and aggregated all IRR
databases in the world for total inspection of consistency of not a single IRR but
across IRRs. In this way, every operator in the world can use Policy Check Server
with his web browser wherever he is. In the future, we will release and promote

Policy Check Server to Imore USers.
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5.3 Synchronization of IRR Database

Policy Check Server has a possibility to output inconsistent inspection results

because of time-lag between update of objects in IRR and reflection of Unified
IRR Database. It is difficult to avoid this problem because of following reasons.

e As mentioned in Section 4, most of IRRs are mirroring their data to major
IRRs such as RADB, RIPE and APIRR. When Policy Check Server checks
inconsistency of policies between distinct IRRs, each IRR has to reflect up-

to-date information to the major IRRs in advance. The mirroring needs to

be done as fast as possible because the inspection results might be based

on inconsistent database. Figure 25 shows the interval time of mirroring
between RADB and JPIRR via APIRR. From this figure, we recognized
the results were dispersed from five minutes to three hundreds minutes.
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Figure 25. Interval time of mirroring

In response to the result, as JPNIC IRR planning team, we are working on

measurements and cooperation with other IRRs to enable speedy mirroring.
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e In case the objective ASs of policy check are existing in a single IRR, Policy
 Check Server can inspect without data of other IRRs. As mentioned in
Section 3, Policy Check Server firstly collects data of other IRRs and builds

up Unified IRR Database which is used for every binspection. Therefore,

the inspection result might be incorrect because the data is not up-to-date
for about two hours at minimum until the update process of Unified IRR
‘Database finishes. Since a misconfiguration in inter-domain network has a
significant impact on the global Internet, the consistency of IRR database
is very important, which supports the reliable route information exchange.
Through our activities as JPNIC IRR planning team, we know that the most
of update frequencies of objects are from several days to several months.
Therefore, Policy Check Server can avoid this problem by encouraging users

to check their policies several times at intervals of several hours.
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6. Conclusions and Future Work

The main theme of this dissertation is how to realize more stable and less labor-
intensive network operation. Design and implementation of the PBRM method is
one step toward this goal. With the review of current network operation, we found
several problems and figured out the problems are classified essentially two issues:
Nonezistence of a Policy Level Configuration Description and Nonezistence of a
Consideration Process of Mutual Relations of Nodes. To solve these problems,
Policy Based Route Management (PBRM) method was proposed, which consists
of a definition of policy description, a function of inconsistency resolution and a
function of policy conversion. Based on the definition of PBRM, this dissertation
presented some proposals to cover missing pieces for the deployment of the PBRM
method in each field of inter-domain and intra-domain networks. In comparison
with previous works, two solutions were proposed. The proposals for each network
were presented, then the design and implementation of the PBRM method were
produced.

In the future, a more abstract description language is required for inter-domain
network operation. As mentioned in Chapter 3, an operator’s policy is described
in RPSL. Although RPSL is designed to express a management policy, we have to
describe actual roite behaviours in specific syntax such as exporting and import-
ing route information, and configuring the values of local_preference and MED. To
control router behaviours intuitively, a more abstract policy description language

is required.

6.1 Contribution to Inter—Domain Network

For inter-domain network operation, Policy Check Server is proposed, which in-
vestigates the consistency of routing policies in IRR databases, and it provides
a method for operators to check whether the policy is consistent with policies of
other ASs. As a key finding of investigation of IRR servers, a significant propor-
tion of the AS policies are either specified incorrectly or outdated. In addition,
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IRR Object Garbage Collector was proposed, which is a mechanism to decrease
ﬁnsound policies.

Policy Check Server and IRR Object Garbage Collector were implemented
and currently in operation at JPNIC as its first step of deployment. As a result
~ of our activities as JPNIC IRR Planning Team, we found that inconsistencies in
- JPIRR. were less than other IRRs in the world, and most objects were updated
in one year at least.

As the future work of Policy Check Server, a little consideration of the aggre-
gation algorithm of the Unified IRR Database is required. Currently, Database
. Checker discards duplicated entries on multiple IRR databases, therefore other

v algorithms which take in both of duplicated entries should be provided.

6.2 Contribution to Intra-Domain Network

In intra~-domain network, on the assumption that there is no previous work which
reflect an operator’s genuine requirements such as the PBRM, we presented policy-
based link cost determination algorithm for OSPF. We designed and implemented
a system which has functions of inconsistency resolution and policy conversion.
The system employs the Dijkstra algorithm and linear programming resolution
algorithm to resolve multidimensional policies of each pair of object nodes. Fi-
nally, we demonstrated experimentally how the operator burden was reduced,
and the scalability of the system for a large scale network was shown.

The main objective of this proposal was to implement a concept of arbitrary
routing management in OSPF network operation. This research derived an objec-
tive function which solves multidimensional requirements from multiple objective
nodes. As a result, operators can change the configuration of route selection only
by providing simple Policy.

We should notice that this proposal involves a certain measure of rounding
error to satisfy multidimensional requirements in the process of policy conversion.
As the future work of this research, it is required to improve the integrity of

derived costs.
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