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Automatic Model Generation for Speech Recognition∗

Takatoshi Jitsuhiro

Abstract

Recently, most techniques for speech recognition have been based on stochastic

modeling, and parameters both of acoustic models and language models are estimated

by using the large quantity of available training databases. The relation between the

amount of training data and the number of parameters is very important: if the number

of parameters is too small, it is difficult to obtain sufficient performance. On the other

hand, if the number of parameters is too large, the obtained model is strongly depen-

dent on the training data, and it cannot obtain enough performance. The latter problem

is generally referred to as the over-fitting problem. Consequently, it is crucial to select

an adequate size of models for training data.

These days, most speech recognizers employ phoneme context-dependent hidden

Markov Models (HMMs). Shared-state structures of HMMs should be estimated from

training data. To create structures, phonetic decision tree clustering is widely used and

is based on the Maximum Likelihood (ML) criterion. However, when the number of

parameters increases, likelihood also increases; therefore, the ML criterion cannot be

used for a stop criterion because of the over-fitting problem. The primary objective of

this thesis is to automatically estimate an adequate number of parameters for acoustic

models.

To avoid the over-fitting problem, information criteria, especially the Minimum

Description Length (MDL) criterion and the Bayesian Information Criterion (BIC),

have been proposed for decision tree clustering. Information criteria can consider the

number of both parameters and training samples, and they can be used as stop criteria.

In this dissertation, we propose the Maximum Likelihood Successive State Splitting

(ML-SSS) algorithm based on the MDL criterion. The ML-SSS algorithm can create
∗Doctoral Dissertation, Department of Information Processing, Graduate School of Information

Science, Nara Institute of Science and Technology, NAIST-IS-DD0261013, March 24, 2005.
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both contextual and temporal variations, whereas the decision tree clustering can create

contextual variations only. Experiments show that the proposed method, MDL-SSS,

can stop splitting automatically and obtain more appropriate models than those by the

baseline method, the ML-SSS.

However, since information criteria were derived for simple models under large

amounts of training data, theoretically speaking, it is difficult for information criteria

to evaluate complicated models like HMMs precisely. Therefore, they do not work well

for small amounts of data. To avoid this problem, we utilize the Variational Bayesian

(VB) approach, which has recently been proposed in machine learning. The VB ap-

proach is applied to the ML-SSS to automatically create efficient models even for small

amounts of data. In experiments, this proposed method, the VB-SSS, can stop splitting

automatically for small amounts of training data that the MDL-SSS cannot work well

for. Additionally, the VB-SSS can obtain almost the same performance for smaller

models than those by the baseline method.

Furthermore, to improve the performance of language models, we propose a model

that includes word patterns extracted from parse trees. Recently, Structured Language

Models (SLMs) have been proposed, which can represent information on sentence

structures, while word n-gram models only represent local relations of word concatena-

tion. However, conversational speech includes relatively shorter sentences, and phrase

structures are more important for short utterances. Our proposed method includes two

processes. First, each phrase is modified to a new phrase with an easier form, and

modified-word trigram models are created. Second, using relations in each parse tree,

word patterns are extracted from parse trees, and they are used as models. Experiments

demonstrate that modified-word trigram models obtained a strong improvement, and

the performance was marginally improved by adding word pattern models. In addi-

tional experiments, the word pattern models were more effective for long sentences.

Finally, combination of the acoustic model by the MDL-SSS and the word pattern

models was evaluated. Experiments showed that our proposed methods are effective.

Keywords:

speech recognition, acoustic model, MDL criterion, variational Bayesian approach,

language model, parse tree
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音声認識のためのモデル自動生成法∗

實廣貴敏

内容梗概

現在，一般に用いられる音声認識技術は確率モデルに基づいており，音響モ
デル，言語モデルとも，大量な学習データベースから各パラメータを推定する．
このとき問題になるのが，学習データ量とパラメータサイズの関係である．パラ
メータサイズが小さすぎると性能を十分得られず，学習データを生かしきること
ができない．また，パラメータサイズが大きすぎると，学習データに強く依存し
たモデルになり，逆に精度を落とすことになる．これは一般に過学習と呼ばれる．
学習データに対し，適切なパラメータサイズを選択することは重要な問題である．
音響モデルとして現在の主流技術である音素環境依存型隠れマルコフモデル

(hidden Markov Model, HMM)は，状態共有構造を学習データから推定し，作成
することが一般的になっている．手法としては，音素カテゴリを利用した音素決
定木クラスタリングが手法として広く用いられている．一般的にはゆう度最大化
(Maximum Likelihood, ML)規準を用いてクラスタリングを行う．しかし，パラ
メータ数が増加するにつれ，ゆう度は一般に増加する．過学習を起こしやすく，
ML 規準のみでは停止条件として使うことができない．本研究では，はじめに音
響モデルの適切なパラメータサイズを自動推定することを目標とする．
過学習の問題を避けるために，情報量規準，中でも最小記述長規準 (Minimum

Description Length, MDL)または Bayesian Information Criterion (BIC)を用いた音
素決定木クラスタリングが提案されている．情報量規準を用いることで，パラメー
タ数および学習サンプル数を考慮することができ，分割規準だけでなく，停止規
準として用いることができ，自動的にパラメータ数の決定に用いることができる．
本研究では，MDL規準をゆう度最大化規準逐次状態分割法 (Maximum Likelihood

Successive State Splitting algorithm, ML-SSS)に適用することで，決定木クラスタ
リングでは扱うことのできない時間方向の状態長を各異音モデルごとに自動推定

∗奈良先端科学技術大学院大学情報科学研究科情報処理学専攻博士論文, NAIST-IS-DD0261013,

2005年 3月 24日.
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できるアルゴリズムを実現する．評価実験により，提案手法MDL-SSS法は自動
的に分割停止可能で，従来法ML-SSS法に比べ，より適切な状態共有構造を得る
ことができることがわかった．
また，情報量規準は，簡単なモデルにおいて大量データに対し導出されたもの

で，HMM のような複雑なモデルを厳密に扱うことはできない．また，少量デー
タではうまく働かないことが多い．そこで，近年，機械学習の分野で提案され
ている変分ベイズ法を利用する．ML-SSS法に変分ベイズ法を適用し，少量デー
タにおいても効率的なモデルを自動生成できる手法を提案する．評価実験では，
MDL-SSS法がうまく働かない少量データにおいて，自動分割停止が可能であり，
従来法 (ML-SSS)よりパラメータ数の少ないモデルで同程度以上の性能が得られ
ることがわかった．
次に，言語モデルの精度向上を目指して，構文木から単語パターンを抽出し，

モデル化したモデルを提案する．単語N-gramモデルが局所的な単語連鎖のみを考
慮したものであるのに対して，近年，提案されている構文解析そのものを言語モ
デルに用い，文全体の構造情報を利用するモデルが提案されている．しかし，対
話文のように，比較的短い文では，むしろ文節レベルでの構造が重要である．そ
こで，まず，前処理として単語連鎖などから，より扱いやすいパターンに変形し，
trigramモデルとして用いる．さらに，構文木から各単語に木構造内で関連のある
単語パターンを抽出してモデルとして用いる．評価実験から，変形単語 trigram

モデルにより大きな改善が得られ，さらに単語パターンモデルで若干の改善が得
られた．また，単語パターンモデルは長い文に対し，特に効果的であることが分
かった．最後に，提案手法であるMDL-SSS法による音響モデル，単語パターン
言語モデルでの組合せで評価を行い，効果が得られることを確認できた．

キーワード

音声認識,音響モデル,最小記述長規準,変分ベイズ法,言語モデル,構文木
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Chapter 1

Introduction

1.1. Current Status of Automatic Speech Recognition

People have long been dreaming of Automatic Speech Recognition (ASR) systems,

which are used for machines to talk with humans, evidenced by their presence in many

science fiction novels and movies. ASR has been studied and developed over the last

50 years. In the last decade, some applications that include ASR systems have been

brought to market, for example, dictation systems on PCs, voice-activated telephony

portal sites, and car navigation systems with voice commands. Such growth has been

made possible by not only drastic computational advancements, but also progress in

stochastic modeling techniques, and an increasing amounts of training data.

However, ASR systems that have been expected for a long time are still not fully

developed. Most current ASR systems can obtain high performance for tasks with a

small vocabulary, or read speech like the reading of newspapers if ASR systems are

used in quiet environments. On the other hand, it is still difficult to recognize natural

speech, i.e., spontaneous speech, automatically. To innovate in ASR, further deep

consideration from many basic points is still required.

Figure1.1 shows a block diagram of automatic speech recognition. First, speech

input is analyzed by a feature extraction part, with characteristics of speech mainly

represented by frequency envelopes. Currently, noise robustness is the main problem

in feature extraction. Many methods with robust feature extraction or enhancement

methods have been investigated.

Second, for input feature parameters, a recognizer, i.e., a decoder, searches the best
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Figure 1.1.Automatic Speech Recognition.

recognized candidate that fits both acoustic models and language models. A recognizer

gives isolated words or sentences as results. The multi-pass search strategy has become

the most popular for decoding. For example, in the first pass, simpler and weak models

are used, and then in the second pass, stronger models are employed for recognized

candidates obtained during the first pass.

Before recognizing speech, both acoustic and language models must be created,

and these days, stochastic models are used. Hidden Markov Models (HMMs) are used

as acoustic models, and n-gram models are used as language models.

Figure 1.2 shows an example of an HMM. It includes plural states to represent

feature sequences, for example, a phoneme. To represent speech characteristic and

dynamics by state sequences, each state has transition probabilities and a number of

distributions. Gaussian distribution is usually used for a mixture component. There-

fore, this model is referred to as a Gaussian Mixture HMM. Additionally, each Gaus-

sian distribution includes a mean vector and a covariance matrix. These parameters

included in HMMs should be estimated by using training data. It is difficult to find the

best set of parameters for HMMs because there are a lot of parameters and an HMM’s

performance is dependent on the parameter size and the amount of training data.

For language modeling, word n-gram models are widely used, especially word
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trigram models in the following:

P(W) ≈ P(w1)P(w2|w1)P(w3|w1w2) . . .P(wN|wN−2, wN−1), (1.1)

whereP(W) is a probability of a word sequenceW = {w1, w2, . . . , wN}. A trigram is

a set of three successive words; therefore, word trigram models only represent local

constraints.

In this paper, to improve performance of speech recognition, the aim is to develop

a method to create adequate acoustic models automatically, and structured language

modeling with more phrasal constraints. In the following sections, we will describe

objectives both for acoustic modeling and language modeling.

1.2. Objective of Automatic Acoustic Modeling

One of the problems in ASR systems is how to obtain the optimal model from a given

training database. ASR’s performance is dependent on both the amount of training data
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and the size of models for statistical models like HMMs and n-gram language models,

which have become popular techniques in last decade.

Although there are many methods to obtain models from training data automati-

cally the number of parameters is usually selected manually to obtain the best perfor-

mance. Therefore, if the amount of training data or a recognition task is changed, it is

necessary to find the optimal model manually. For example, in some telephone portal

sites, the amount of speech data is increasing while services are provided if utterances

can be collected. Using such collected data, it is possible to improve recognition per-

formance by not only re-estimation of parameters but re-design of models, especially

re-definition of the number of parameters. The re-created models can be used for up-

dating ASR’s models.

Additionally, if the number of parameters is too small, it is difficult to obtain

enough performance; on the other hand, if the number of parameters is too large,

the obtained model is strongly dependent on the training data, and it cannot obtain

sufficient performance. The latter problem is generally referred to as the over-fitting

problem. It is very important to select an adequate model size for training data, and

some good methods are needed to find the optimal model without over-fitting even to

the small data.

Therefore, there is a pressing need to automatically design methods for models to

improve ASR’s performance.

1.2.1 Acoustic model generation

In most current ASR systems, a model unit represented by HMMs is a sub-word unit,

or a phoneme. Context-dependent HMMs are the most popular of these and depend

on previous units and successive units. Such a model is referred to as an “allophone

model,” especially a “ triphone model,” which depends on both only one previous unit

and only one successive unit. Each allophone is represented by one HMM.

These days, Gaussian mixture HMMs are widely used as acoustic models. Each

Gaussian mixture HMM has plural states, and each state features a number of Gaussian

mixture components and transition probabilities. Each mixture component possesses

has a mean vector and covariance matrix.

One of the greatest problems is how to decide the total number of states, the num-

ber of state per allophone, and the number of mixture components per state. Addi-
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tionally, parameter tying should be considered to obtain robust models. If an HMM is

created for each triphone, some triphone models would not have a sufficient amount

of training data, and estimated parameters may over-fit the limited data. Therefore,

context-dependent models are usually created by tying contextual information. Shared

state models are the most popular for context-dependent models.

The methods of automatic generation for context-dependent models have been pro-

posed as follows.

• Bottom-up clustering by agglomerated methods [1]

• Top-down clustering based on distortions of models [2][3]

• Decision Tree Clustering[4] [5]

• Successive State Splitting Algorithm [6][7]

1.2.2 Criteria for selection of acoustic models

In general, model generation can be considered as a model selection problem, and the

type of model-selection criterion is important to performance. Three criteria have been

used for acoustic modeling.

• Maximum Likelihood (ML) criterion

Decision Tree Clustering [5], or the SSS algorithms [6][7] use the ML criterion

as a clustering or splitting criterion. The ML criterion has the over-fitting prob-

lem. If the number of parameters becomes larger, likelihood increase. Therefore,

it is difficult to finish splitting and to select the best model.

• Information criterion

To overcome the over-fitting problem in the ML criterion, information crite-

ria have been used as split and stop criteria. The Akaike Information Crite-

rion (AIC) was used to create context-independent HMMs [8]. For context-

dependent HMMs, decision tree clustering methods have been proposed, which

are based on the Minimum Description Length (MDL) Criterion [9][10] and the

Bayesian Information Criterion (BIC) [11][12]. Note that the MDL criterion
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and the BIC provide the same criteria as the split and stop criterion. The MDL

criterion for modelk is defined in the following:

L(MDL)
k (x) = − logP(x|θ̂(k)) +

αk

2
logNT + logK, (1.2)

wherex = {x1, . . . , xNT } is observation data,αk is the number of free parame-

ters, andθ̂(k) is the ML estimate of modelk. The first term is the inverse sign

of the log likelihood of model. The second term and the following term are re-

lated to the number of parameters, or the number of samples. The third term is

usually constant. The BIC is the same as the MDL criterion if the third term

of the MDL is not considered. Figure1.3 shows how information criteria work

to avoid over-fitting to training data when the number of parameters increases

under the fixed training data. The likelihood value increases when the number

of parameters grows. It is difficult to select the best model only from likelihood.
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On the other hand, since the second term is also increasing, the criterion has the

smallest value for a set of parameters. This model represents the best model in

this information criterion. However, since information criteria are derived by us-

ing some assumptions, information criteria cannot exactly evaluate complicated

models like neural networks and HMMs.

• Variational Bayesian approach

The Variational Bayesian (VB) approach was proposed as an approximated so-

lution of Bayesian learning in the field of machine learning [13]. Additionally,

a general VB framework was proposed, and the EM steps of the VB approach

were defined in [14][15].

Bayesian learning considers that all unknown parameters are stochastic vari-

ables, while maximum likelihood estimation assumes that all unknown parame-

ters are deterministic variables. Figure1.4shows the concept for the representa-

tion of unknown parameters in ML estimation, or Bayesian estimation. Bayesian

learning also considers that each parameter itself has a distribution, for example,

each mean vector in this figure has a mean vector and a covariance matrix, while
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each mean vector only has one vector in ML estimation. Each distribution rep-

resents the reliability of each mean vector. In Fig.1.4(b), the distribution ofµ j is

broader than that ofµi because the number of samples forµ j is smaller than that

of µi. Therefore, models in Bayesian learning can avoid the over-fitting problem

because of model representations.

The Variational Bayesian approach is one approximation method for Bayesian

learning. This approach can deal with complicated models by deriving both

posterior probabilities and VB objective functions for given models. For model

selection, the VB objective function can be used as a criterion to select models.

Recently, this approach has been applied to many research areas. For example,

in speech recognition, decision tree clustering based on the VB approach was

proposed [16].

1.2.3 Objective of this thesis for automatic acoustic modeling

One of the objectives of this work is to create more elaborate and more suitable HMMs

automatically. These days, the decision tree clustering is widely employed to make

acoustic models, and many methods using different e criteria instead of the ML. How-

ever, the decision tree clustering does NOT consider temporal variations, although the

temporal length of states for each triphone should be dependent on each triphone data.

Therefore, the proposed method is based on the SSS algorithm [6][7]. It can create

both contextual and temporal variations.

However, as we describe, these methods are based on the ML criterion. The ML

criterion has an over-fitting problem and cannot be used as a stop criterion; the total

number of states and the maximum length of states are usually used as stop criteria.

These parameters are empirical parameters and are dependent on speech data.

First, we introduce the MDL criterion to the SSS algorithm to determine the num-

ber of parameters automatically. Both the MDL and BIC are widely used because they

can work well for large amounts of data and can be applied easily.

Second, we combine the VB approach with the SSS algorithm. The VB approach

can evaluate complicated models more exactly than information criteria. We also apply

this approach to increase the number of mixture components for topologies generated

by the VB-based SSS algorithm.
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1.3. Objective of Language Modeling Using Parse Trees

Word n-gram models are widely used as language models. They can just represent

local constraints within a few successive words but lack the ability to capture the global

structures of sentences. In general, a sentence has some structures extracted from

relations of words. In natural language processing, many methods analyzing sentences

have been proposed to extract some structures and relations among words such as

syntactic parsing, analysis of modification relations, and so on. These methods are

promising to improve language models for speech recognition.

1.3.1 Structured language modeling

Mainly, there are two types of language model imposing correlation between words

and sentence structures. Figure1.5shows concepts of several language models.

• Trigger model

Trigger models have been proposed to represent word co-occurrence character-

istics beyond 2-3 grams [17]. Figure1.5(a) shows a word trigram model. Word

n-gram models just represent relations among concatenated words. On the other

hand, trigger models can represent distant relations between preceding words

like in Figure1.5(b). S. Zhang et al. also proposed a solution called Linkgram

[18], a model that has word pairs extracted from parse trees and can represent

syntactic relations between word pairs. Such constraints, however, are weak for

the global structures of sentences.

• Structured Language Model

To represent more powerful constraints, a language model using a stochastic

parser has been proposed [19][20]. This model is referred to as a Structured

Language Model (SLM). Figure1.5(c) shows the concept of this model, which

it operates by three modules: (1) WORD-PREDICTOR predicts next word from

previous word sequences and parse subtrees, (2) TAGGER predicts POS tags of

next words from word sequences, parse subtrees and predicted next words, and

(3) CONSTRUCTOR repeatedly generates a parse tree from subtrees. These

modules use conditional probabilities and these probabilities are used for lat-

tice rescoring. Furthermore, some researchers have recently proposed different
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Figure 1.5.Several types of language model.
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types of structured language model. Mori et al. proposed an SLM based on

tree-structured history [21] while Akiba et al. used probabilistic generalized LR

parsing as a language model [22]. These models require a large number of parse

trees. They represent sentence structures very strictly.

1.3.2 Objective of this thesis for structured language modeling

It is important to introduce sentence structures into language models, especially, to

consider long relations among words in one sentence.

We propose two new types of language model that use phrasal constraints extracted

from parse trees produced by an example-based parser. For spontaneous speech, ex-

tremely strict constraints of sentence structures are not so important, but partial struc-

tures are more useful for constraints.

First, we propose n-gram models for sentences with phrase constituent boundary

markers. Second, we propose word pattern models using partial structure patterns of

parse trees. Both of these methods attach weight to constraints of partial phrase struc-

tures. These models are created from outputs of the example-based parser, called the

Constituent Boundary Parser (CBP), which was developed by Furuse et al. at ATR[23],

for example-based machine translation, called Transfer-Driven Machine Translation

(TDMT). The parser analyzes sentences by example word patterns and rules produced

manually.

These proposed models extracted by the parser can represent not only intra-phrase

constraints, but also inter-phrase constraints, the latter of which appear as syntactic

long-distance constraints between words. Therefore, the proposed models can repre-

sent local structures extracted from only surface word sequences after preprocessing,

and larger structures extracted from subtrees of parse trees. Particularly in spontaneous

speech, there are so many sentences with ungrammatical global structures but with

grammatical local structures. It is more important for spontaneous speech recognition

to represent the local constraints.
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1.4. Overview of This Thesis

In the next chapter, we will present an overview of automatic speech recognition. Fol-

lowing that, there are two topics on automatic model generation of acoustic modeling.

One is the MDL-based SSS algorithm in Chapter3, the other is the SSS algorithm

based on the VB approach in Chapter4. In Chapter5, we will describe word pat-

tern language modeling, extracting from parse trees. Furthermore, the combination of

the MDL-SSS and pattern language models will be evaluated to verify our proposed

methods. Finally, this thesis will conclude in Chapter6.
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Chapter 2

Automatic Speech Recognition

2.1. Introduction

This chapter describes the standard techniques of automatic speech recognition. Speech

recognition is to estimate a word sequenceŴ that generates a given acoustic observa-

tion sequenceO. Using the maximum a posteriori probabilityP(W|O), speech recog-

nition can be formulated by the following equation:

P(Ŵ|O) = max
W

P(W|O). (2.1)

Equation (2.1) can be rewritten by Bayes’ Rule,

P(W|O) =
P(O|W)P(W)

P(O)
. (2.2)

SinceP(O) is independent ofW, Eq. (2.1) becomes the following:

Ŵ = argmax
W

P(O|W)P(W), (2.3)

whereP(O|W) is a probability of an acoustic model. In fact, it is the probability of an

acoustic observation sequence conditioned on the given word sequence. These days,

this probability is represented by Hidden Markov Models (HMMs).P(W) is a proba-

bility of a language model: it is the probability of a word sequence including relations

among words. The word n-gram models are generally used to estimate this probability.

The following section briefly describes modeling techniques to estimate these two

probabilities. First, acoustic modeling using HMMs is described in Section2.2. Sec-

ond, as techniques related to this thesis, topology training of acoustic modeling is
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explained in Section2.3, and information criteria and Variational Bayesian approach

are described in Section2.4, and Section2.5, respectively. In Section2.6, language

modeling is explained, including conventional methods and models related to this the-

sis.

2.2. Acoustic Modeling

Acoustic modeling needs feature extraction from speech, model units, and specific

representation of each unit. As a feature of speech, spectral envelopes are important,

especially, in speech recognition. After several decades of research, for feature extrac-

tion, the mel-frequency cepstrum coefficient (MFCC) has become widely used. It is

a non-parametric representation that includes mel-filter banks and smoothing by cep-

strum coefficients.

For model units, sub-words, especially phonemes, are widely used because it is

necessary in large-vocabulary speech recognition to create pronunciations of words.

Whole word models are also used for small vocabulary tasks, especially, digits.

These days, HMMs are generally employed as representations of acoustic mod-

els. There are several types of HMM, namely, discrete, continuous-density, and semi-

continuous-density HMMs. Especially, continuous-density HMMs are widely used,

and HMMs in this thesis refers to continuous-density HMMs. As shown in Figure

1.2, one HMM represents one unit, that is, a phoneme, and it has several states which

include transition probabilities and distributions of speech features.

Figure1.2shows a Gaussian mixture HMM that is widely used for acoustic models

as we described in Section1.1. Each Gaussian mixture HMM has plural states, and

each state has a number of Gaussian mixture components and transition probabilities.

Each mixture component includes a mean vector and covariance matrix.

2.3. Topology Training of Acoustic Modeling

Context-dependent models are effective and are widely used, and a shared-state struc-

ture of a context-dependent model is needed to obtain robustness against insufficiency

in the amount of training data. If the number of units, i.e., subwords, or phonemes,

is 40, then 64,000 triphone models are needed. Unfortunately, it is difficult to ob-
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Figure 2.1.Shared-state triphone models.

tain enough data for each triphone model. Figure2.1 shows examples of shared-state

triphone models, with2.1(a) is illustrating unshared-state triphone models. Each tri-

phone has its own state, though it is difficult to estimate parameters robustly because

training data is small for some triphone models. In (b), a few states are shared by the

other triphone models. Since each set of training data is shared in shared states, and

parameters can be reduced, it is possible to estimate parameters robustly.

The training to obtain shared-state structures from training data is called “Topology

Training.” In this section, two major methods to create shared-state structures are

explained. One is the decision tree clustering, and the other is the Successive State

Splitting (SSS) algorithm.

2.3.1 Decision Tree Clustering

Although many types of Phonetic Decision Tree Clustering have been proposed, the

PDT clustering proposed by S. J. Young et al. [5] is widely used because it matches

up-to-date acoustic models, that is, continuous-density HMMs.

Here, a set of phoneme categories is needed, and each category is used as a question

to split one class into two. Before clustering, the number of states for each triphone

should be fixed, and state alignments are fixed by an initial model. A single Gaussian

is estimated for each state of each allophone, and all Gaussians are collected in one
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Figure 2.2.Example of phonetic decision tree clustering.

node, which is called “the root node.”

Figure2.2 shows an example of phonetic decision tree clustering. Each question

is applied to classify distributions into two classes at each clustering. Questions are

usually related to phoneme categories, for example, “is the phone on the left of the

current phone an/a/?” Each distribution is classified according to a question. After

that, one distribution is estimated for each class, and a likelihood gain is calculated.

Finally, the question with the maximum likelihood gain is selected, and each clustering

is finished. This clustering is continued until no gain is obtained, or the total number

of nodes (= states) is sufficient. The maximum number of states is usually set before

clustering and it is used as a stop criterion.

2.3.2 Successive State Splitting algorithm

The Successive State Splitting (SSS) algorithm was originally proposed by J. Takami

and S. Sagayama to create a network of HMM states of speaker-dependent models [6].

This method can create both contextual and temporal variations. The SSS algorithm

iteratively constructs the appropriate context-dependent model topologies by finding

a state that should be split in each iteration and then it re-estimates the parameters of

HMMs based on the ML criterion. This algorithm supposes the two types of split-
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ting shown in Fig.2.3. However, it cannot be applied to generate speaker-independent

models because data-driven clustering without contextual information is used for con-

textual splitting. Therefore, it was subsequently expanded to the ML-SSS algorithm

by M. Ostendorf and H. Singer to create speaker-independent models by data-driven

clustering with contextual information [7]. The ML-SSS algorithm includes not only

contextual splitting by P. A. Chou’s algorithm [24], but also temporal splitting that can

extend each triphone. Therefore, this algorithm does not need to decide beforehand the

temporal length of states to split for each triphone. Figure2.4 illustrates the basic pro-

cedure of the ML-SSS algorithm. Here, Chou’s algorithm is used to assign phoneme

contexts into two new states at the contextual splitting stage, as shown in Figure2.5.
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Design of ML contextual splitting algorithm:

1. Initialization (iteration number,n = 0): Initialize the distribution parameters

of the two hypothesized statesS(c)
i1

, S(c)
i2

for each stateSi.

θ(0)(Si1) = θ(Si) = (µ(Si),Σ(Si)),

θ(0)(Si2) = ((1 + ε)µ(Si),Σ(Si)),

whereµ(Si) is a mean vector of the original state,Si, andΣ(Si) is a covariance

matrix. ε is a constant.

2. Splitting step (n = 1,2, . . .)

(a) Calculate the likelihood value for each triphone and classify them into

two classes considering phone contexts.

(b) Estimate the parameters of the two distributions using the standard ML

estimation.

(c) Test for convergence: stop if the partition does not change or if

L(n) − L(n−1)

L(n−1)
< η,

L(n) = −Γ(n)(Si1) log |Σ(n)(Si1)| − Γ(n)(Si2) log |Σ(n)(Si2)|,
whereη is experimentally set as a convergence threshold.Γ(n)(Si) =∑

t γ
(n)
t (Si) is the expected frequency of transition from stateSi and t

is the time frame.Σ(n)(Si) is the covariance matrix of stateSi at the

iteration stepn and is a diagonal covariance in this paper. Note that this

algorithm requires that one state has one Gaussian distribution.

(d) Setn = n + 1 and go to2.

Figure 2.5.Contextual splitting by using Chou’s algorithm [7].
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After contextual splitting, the total expected gain, which is explained in the next

sub-section, is calculated. For temporal splitting, the ML-SSS algorithm creates one

more state and connects it to the original state. The parameters of the two distribu-

tions are estimated by the forward-backward algorithm, and the total expected gain of

temporal splitting is also calculated for the temporal split states. Since it is computa-

tionally expensive to re-estimate all of the parameters of a network at every splitting,

only the parameters of the two candidate states are re-estimated by using probabilities

weighted by the statistics of the target state [7]. Usually, the larger the split, the greater

the likelihood it will be obtained. It is difficult to use it as a stop criterion. Next, the

gains of both contextual and temporal splitting are calculated for all states. Finally,

these expected gains are compared with each other and the split with the best gain

among all states is selected.

For each triphone model,Ns is the total number of states andNp is the maximum

temporal length of states. These parameters must be given before starting the splitting.

Basically, contextual splitting is stopped if there are no more than two phoneme con-

texts, and temporal splitting is stopped if there are no data longer than state sequences.

However, it is difficult for these criteria to stop splitting; therefore, the number of

states and the maximum number of states per triphone have been used as stop criteria.

Nonetheless, it is still difficult to find the optimal values of these parameters. Accord-

ingly, a sequence of experiments needs to be done to maximize the performance by

changing parameters heuristically.

2.3.3 Gain function by ML-SSS algorithm

Next, we describe the total expected gains of splitting states with the ML-SSS algo-

rithm. The total expected gain of contextual splitting for stateSi into two new states

Si1 andSi2 is

G(Si) = Goutput(Si) + Gtrans(Si), (2.4)
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whereGoutput(Si) is the expected gain of output probabilities andGtrans(Si) is the ex-

pected gain of transition probabilities;

Goutput(Si) = −1
2
{Γ(Si1) log |Σ(Si1)| + Γ(Si2) log |Σ(Si2)| − Γ(Si) log |Σ(Si)|}, (2.5)

Gtrans(Si) = Ξ(Si1,Si1) logai1i1 + Ξ(Si1,Si2) logai1i2

+ Ξ(Si2,Si2) logai2i2 − Ξ(Si ,Si) logaii

= Ξ(Si1,Si1) logai1i1 + {Γ(Si1) − Ξ(Si1,Si1)} log(1− ai1i1)

+ Ξ(Si2,Si2) logai2i2 − Ξ(Si ,Si) logaii , (2.6)

whereΣ(Si) is the covariance matrix of the statei andΓ(Si) =
∑T

t=1 γt(Si) is the ex-

pected frequency of transition from stateSi. γt(Si) is the probability of staying inSi at

the timet, Ξ(Si ,S j) =
∑T

t=1 ξt(Si ,S j) is the expected frequency of transition fromSi to

S j, ξt(Si ,S j) is the probability of transition fromSi to S j at t, andaii is the self-loop

probability. In Eq.2.6, ai1i2 = 1− ai1i1 andΞ(Si1,Si2) = Γ(Si1) − Ξ(Si1,Si1) are used.

For contextual splitting, since the transition probabilities are not re-estimated to

reduce the amount of calculation, the total expected gain related to only the obser-

vation distributions is calculated. Thus,Gtrans(Si) is omitted for contextual splitting.

For temporal splitting, the transition probabilities are considered because one transi-

tion probability is created after temporal splitting. Therefore, the splitting conditions

G(ML)
c (Si) for contextual splitting andG(ML)

t (Si) for temporal splitting are

G(ML)
c (Si) = Goutput(Si), (2.7)

G(ML)
t (Si) = Goutput(Si) + Gtrans(Si). (2.8)

Equations (2.7) and (2.8) are calculated for each state, and the split with the maximum

gain is selected.

2.4. Information Criteria for Model Selection

The topology training methods described in the previous section are based on the Max-

imum Likelihood criterion. Because of the nature of the ML estimation, the likelihood

value for training data increases as the number of parameters increases. To overcome

this problem, information criteria have been introduced for splitting and stop criteria

[8, 9, 10, 11, 12].
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S. Ikeda proposed a method using Akaike’s Information Criterion (AIC) to deter-

mine the topologies of context-independent models [8]. However, it is now clear that

context-dependent models can improve performance more easily than other factors.

To create context-dependent models by using phonetic decision tree clustering, K.

Shinoda and T. Watanabe introduced the Minimum Description Length (MDL) cri-

terion [9][10]. After their first paper [9] was published, the method of the Bayesian

Information Criterion (BIC) was proposed in [11][12], although these methods [9, 10,

11, 12] are essentially the same because the difference of two BIC values is the same

as the difference of two MDL values.

The next few sections describe the three most popular information criteria in brief.

2.4.1 Akaike Information Criterion

The Akaike Information Criterion (AIC) [25] is the first criterion that was proposed

to select stochastic models reasonably. The definition of this problem, “how to se-

lect models reasonably,” itself was first proposed by Hirotsugu Akaike. Following his

research, many criteria have been proposed, and have been applied to many research

fields.

When a set of models{θ(k)|k = 1, . . . ,K} is given, the AIC for modelk is

L(AIC)
k (x) = −2 logP(x|θ̂(k)) + 2αk, (2.9)

wherex = {x1, . . . , xNT } represents observation data,αk is the number of free parame-

ters, and̂θ(k) is the ML estimates of modelk.

The AIC was derived from the fact that a maximum likelihood estimate of a regu-

lar model approaches a normal distribution when the number of samples is increasing.

Therefore, the number of samples should be large enough for the number of parame-

ters.

2.4.2 Bayesian Information Criterion

The Bayesian Information Criterion (BIC) [26] was defined by considering the asymp-

totic behavior of Bayes estimation.

L(BIC)
k (x) = − logP(x|θ̂(k)) +

αk

2
logNT . (2.10)
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2.4.3 Minimum Description Length Criterion

The MDL criterion [27][28] was proposed to give the minimum coding length to de-

scribe models and data. Generally, the MDL criterion for modelk is defined in the

following:

L(MDL)
k (x) = − logP(x|θ̂(k)) +

αk

2
logNT + logK. (2.11)

Figure1.3 shows a conceptual curve of information criteria for model selection,

especially BIC or MDL criterion. In these three popular criteria, the first term is the

inverse sign of the log likelihood of the model. The second term and the following

term are related to the number of parameters, or the number of samples, and work

as a penalty to avoid over-fitting. Therefore, the model with the smallest information

criterion is the best model.

2.5. Variational Bayesian Approach for Model Selection

The information criteria have been applied to many fields and usually work well. How-

ever, they require some assumptions, e.g., asymptotic normality, and theoretically it is

difficult to evaluate complicated models like neural networks, or HMMs, that cannot

satisfy such assumptions. The information criteria were derived by using asymptotic

normality of maximum likelihood estimates. We assume thatp(x|w) is a model,x is

training data, andw is a model parameter. We also assume that a maximum likelihood

estimate exists and converges tow0. Whenn samples are given andn → ∞, a ran-

dom variable
√

n(w − w0) converges to a normal distribution, for which the mean is 0,

and a covariance matrix isI (w0)−1, whereI (w0) is the Fisher Information matrix. This

is referred to as the asymptotic normality. It is necessary that a model is statistically

regular. Moreover, this model should satisfy the following conditions: logp(x|w) is

differentiable three times w.r.t.w. The Fisher Information matrixI (w) can be defined

and should be a positive definite matrix. Some complicated models, e.g., HMMs and

neural networks, are not statistical regular models, and they cannot have asymptotic

normality.

In the field of machine learning, the Variational Bayesian (VB) method was pro-

posed by S. R. Waterhouse et al. [13] and H. Attias [14][15] to avoid over-fitting by

ML estimation. This method is one of the approximate solutions for Bayesian learning.
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Furthermore, a method to obtain the optimal model structure by the VB framework was

proposed in order to avoid the local optimal problem for a mixture-of-experts model

[29]. The VB approach can evaluate complicated models more exactly than informa-

tion criteria and can be used for model selection.

Recently, some methods that include the VB approach have been proposed for

speech recognition. Decision tree clustering with the VB method was proposed by S.

Watanabe et al. [30], and Variational Bayesian GMMs were applied to speech recogni-

tion by F. Valente and C. Wellekens [31]. A VB general framework for speech recogni-

tion was proposed in [30]; however, their method of making HMM structures assumed

the alignment is given and therefore did not use any latent variables. Furthermore, in

both [30] and [31], their models did not consider any temporal structures.

2.5.1 Bayesian Learning

As described in Section1.2.2, Bayesian learning considers that all unknown parame-

ters are random variables. Each parameter can be represented by a distribution. The

Bayesian approach tries to estimateposterior predictive distribution p(x|O,m) for a

new observationx, that is, test data, defined in the following:

p(x|O,m) =

∫
p(x|Θ,m)p(Θ|O,m)dΘ, (2.12)

whereO is all of training samples,Θ is a set of parameters under a fixed model structure

m wherem is the complexity of a model (for example, the number of mixture compo-

nents for a mixture model),p(x|Θ,m) is a likelihood ofx, andp(Θ|O,m) is a posterior

distribution ofΘ. Equation (2.12) represents an average of likelihood weighted by a

posterior distribution. Therefore, the Bayesian approach can alleviate the over-fitting

problem.

However, this approach requires estimation of posterior probabilities and calcula-

tions of integrals, and it is much too difficult to solve them directly. As approximated

calculation methods, the Laplace approximation methods and Markov-chain Monte

Carlo (MCMC) methods have been used. The Laplace approximation methods are

based on the method that posterior probabilities are approximated by a Gaussian func-

tion. These methods assume infinite samples. The MCMC methods estimate poste-

rior predictive distributions by sampling distributions under the Markov chain. These

methods need a lot of calculations for sampling.
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Recently, the Variational Bayesian approach has been proposed to solve these prob-

lems more efficiently [13][14][15]. This approach can estimate posterior distributions

by analytical calculations using calculus of variations. This approximation is more ef-

ficient than Laplace approximation and produces non-trivial posteriors for any sample

size.

2.5.2 Variational Bayesian approach

First, to estimate posterior probabilities, in the Variational Bayesian approach the log

marginal likelihood with all random quantities marginalized is considered in the fol-

lowing:

L(O) = log p(O) = log
∑

m

∑

Z

∫
p(O,Z,Θ,m)dΘ, (2.13)

whereZ is a set of latent variables that are hidden variables. When a new distribution

q(Z,Θ,m) is introduced, and Jensen’s inequality is applied toL(O), andL(O) can be

bounded by the followingF [q]:

L(O) = log
∑

m

∑

Z

∫
q(Z,Θ,m)

p(O,Z,Θ,m)
q(Z,Θ,m)

dΘ

= log

〈
p(O,Z,Θ,m)
q(Z,Θ,m)

〉

q(Z,Θ,m)

≥
〈
log

p(O,Z,Θ,m)
q(Z,Θ,m)

〉

q(Z,Θ,m)

=
∑

m

∑

Z

∫
q(O,Θ,m) log

p(O,Z,Θ,m)
q(Z,Θ,m)

dΘ

≡ F [q], (2.14)

whereq is an approximation of the true posterior distribution and is referred to as the

variational posterior distribution. Furthermore,< f (x) >p(x) represents the expectation

of f (x) w.r.t. p(x):

< f (x) >p(x) =

∫
f (x)p(x)dx. (2.15)
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Figure 2.6.Principle of the Variational Bayesian approach.

The difference betweenL(O) andF [q] is represented by the Kullback-Leibler di-

vergence in the following.

L(O) − F [q] =
∑

m

∑

Z

∫
q(Z,Θ,m) log p(O)dΘ

−
∑

m

∑

Z

∫
q(Z,Θ,m) log

p(O,Z,Θ,m)
q(Z,Θ,m)

dΘ

=
∑

m

∑

Z

∫
q(Z,Θ,m) log

q(Z,Θ,m)
p(Z,Θ,m|O)

dΘ

≡ KL(q(Z,Θ,m), p(Z,Θ,m|O)). (2.16)

Therefore, the following relation is obtained.

L(O) = F [q] + KL(q(Z,Θ,m|O), p(Z,Θ,m|O)). (2.17)

As Figure2.6shows, sinceL(O) is a constant under a givenO, maximizingF [q]

w.r.t. q is equivalent to minimizing the Kullback-Leibler divergence betweenq and the

true posterior distribution. Theq becomes the best approximation of the true posterior

when the maximum ofF [q] is obtained.

We assume that the joint distribution of all random quantities can be factorized in

the following:

p(O,Z,Θ,m) = P(m)p(O,Z|m)
I∏

i=1

p(θi |m), (2.18)

whereΘ = {θi}Ii=1. In the same manner, the variational posterior can be also factorized.

q(Z,Θ,m) = q(m)q(Z|m)
I∏

i=1

q(θi |m). (2.19)
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F [q] can be derived in the following.

F [q] =
∑

m

q(m)


〈
log

p(O,Z|θ,m)
q(Z|m)

〉

q(Z|m),q(θ|m)

+

I∑

i=1

〈
log

p(θi |m)
q(θi |m)

〉

q(θi |m)

+ log
P(m)
q(m)

 .

(2.20)

The optimal posteriors ofZ andθi can be derived by the Lagrange multiplier method.

The followingJ[q(Z|m)] is defined forq(Z|m) in Eq. (2.19),

J[q(Z|m)] = F [q(Z|m)] + λ{
∑

Z

q(Z|m) − 1},

F [q(Z|m)] =
∑

m

q(m)

〈
p(O,Z|Θ,m)

q(Z|m)

〉

q(Z|m),q(Θ|m)

.

The following partial differentials are set to zero:

∂J
∂q(Z|m)

= 0,

∂J
∂λ

= 0.

The optimalq(Z|m) can be derived in the following:

q(Z|m) = C exp
〈
log p(O,Z|Θ,m)

〉
q(Θ|m) , (2.21)

whereC is a normalization constant. In the same manner, the optimalq(θi |m) in Eq.

(2.19) is

q(θi |m) = Ci exp
〈
log p(O,Z|θ,m)

〉
q(Z|m),q(θ−i |m) , (2.22)

whereCi is a normalization constant andθ−i is a set ofθi except forθi.

Since Eqs. (2.21) and (2.22) are dependent on each other, they can be derived

iteratively. Finally, the Variational Bayesian EM algorithm can be defined as follows:

[Variational Bayesian EM Algorithm]

1. Set initial distributionsq(Θ|m) =
∏I

i=1 p(θi |m), andt = 0.

2. Repeat the following process until they are convergent.
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(a) E-Step

q(Z|m)(t+1) = C exp< log p(O,Z|Θ,m) >q(Θ|m)(t)

(b) M-Step

For i = 1, . . . , I ,

q(θi |m)(t+1) = Ci exp< log p(O,Z|θ,m) >q(Z|m)(t+1),q(θ−i |m)(t) ,

(c) t = t + 1.

Using estimated posterior probabilities,F [q] can thus be calculated. For model

selection, it is necessary to select the model that maximizesF [q].

28



2.6. Language Modeling

In Eq. (2.3), the language model can be simply represented byP(W), although it is

difficult to define the probability of a word string since many expressions of sentences

usually exist to represent the same meaning. Spontaneous speech is so flexible that

expressions proper to spoken language cannot be constrained by grammar.

2.6.1 Word n-gram model

The first experimental results in large-vocabulary speech recognition were obtained in

1976 [32]. The vocabulary size included 1,000 of the most frequent words. From this

work, as a kind of simple language modeling, word n-gram models are widely used. If

we assume thatW is a word sequence,{w1, w2, . . . , we}, P(W) may be computed in the

following:

P(W) = P(w1w2 . . . we) = P(w1)P(w2|w1)P(w3|w1w2) . . .P(wN|w1w2 . . . we). (2.23)

However, it is impossible to estimateP(wi |w1w2 . . . wi−1) for all word sequences, and it

is therefore easier to use word n-gram models. This probability is approximated by the

probability of anN-word sequence.

P(wi |w1w2 . . . wi−1) ≈ P(wi |wi−N+1 . . . wi−1). (2.24)

In practice,N = 3 is usually enough due to the robustness of parameter estimation.

Here,P(W) is approximated by trigram models in the following:

P(W) ≈ P(w1)P(w2|w1)P(w3|w1w2) . . .P(wN|wN−2, wN−1). (2.25)

2.6.2 Trigger model

Although word n-gram models are convenient, they cannot represent all language con-

straints. One promising model capitalizes on the information present in the document

history. To extract information from the document history, a “trigger pair” can be used.

If a word, or a word stringWA, is significantly correlated with another word stringWB,

(WA→WB) is considered a trigger pair. IfWB is included in the document historyW,
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the probabilityP(WA) can be represented by using a trigger pair model is given in the

following:

P(WA) ≈ P(WA|WB ∈W). (2.26)

In [17], R. Lau et al. proposed trigger modeling based on the Maximum Entropy

principle. This model is combined with the n-gram model. The trigger model can only

represent co-occurrences between trigger pairs; Some of such co-occurrences do not

have any syntactic relations. To constrain trigger pairs, S. Zhang et al. used trigger

pairs extracted from parse trees [18]. This model is referred to as the “Linkgram”

model. However, these constraints represented by word pairs are still weak for global

structures of sentences.

2.6.3 Structured Language Model (SLM)

To represent more powerful constraints, C. Chelba and F. Jelinek proposed a language

model using a stochastic parser [19][20], which is called the Structured Language

Model (SLM). Here, a stochastic model is developed for parsing, and this model it-

self is used as a language model for speech recognition, that is, parsing scores are

considered as scores of a language model. This model parses by bottom-up and left-

to-right operation and operates using three modules: (1) WORD-PREDICTOR pre-

dicts the next word from previous word sequences and parse subtrees, (2) TAGGER

predicts POS tags of next words from word sequences, parse subtrees and predicted

next words, and (3) CONSTRUCTOR repeatedly generates a parse tree from subtrees.

These modules use conditional probabilities and those probabilities are used for lattice

rescoring.

The probabilityP(W,T) of a word sequenceW and a complete parseT can be

calculated as follows:

P(W,T) =

n+1∏

k=1

[
P(wk|Wk−1Tk−1)P(tk|Wk−1Tk−1, wk)P(Tk

k−1|Wk−1Tk−1, wk, tk)
]
, (2.27)

P(Tk
k−1|Wk−1Tk−1, wk, tk) =

Nk∏

i=1

P(pk
i |Wk−1Tk−1, wk, tk, p

k
1 . . . p

k
i−1), (2.28)

whereWk−1Tk−1 is the word-parse (k − 1)-prefix,wk is the word predicted by WORD-

PREDICTOR,tk is the tag assigned towk by the TAGGER, andTk
k−1 is the incremental
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parse structure that generatesTk = Tk−1||Tk
k−1 when attached toTk−1. It is the parse

structure built on top ofTk−1 and the newly predicted wordwk. The “||” notation stands

for concatenation,Nk−1 is the number of operations the CONSTRUCTOR executes at

positionk of the input string before passing control to the WORD-PREDICTOR, and

pk denotes theith CONSTRUCTOR action carried out at positionk in the word string.

Furthermore, some researchers have recently proposed different types of structured

language models. An SLM based on tree-structured history has been proposed in [21],

and a probabilistic generalized LR parsing is also used as a language model [22].

2.7. Summary

This chapter described the outline of automatic speech recognition, acoustic modeling,

and language modeling. Both topology training and criteria of model selection were

explained, especially for acoustic modeling. We also described related works in brief

for each topic. The next chapter onward, our proposed methods will be presented and

discussed, which are the MDL-based SSS algorithm in Chapter3, the VB-based SSS

algorithm in Chapter4, and language modeling using patterns extracted from parse

trees in Chapter5.
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Chapter 3

Successive State Splitting Algorithm

Based on Minimum Description

Length Criterion

3.1. Introduction

As we described in Section2.3, for topology training, the Decision Tree Clustering[5]

is widely used. While this method can only create contextual variations, the Succes-

sive State Splitting (SSS) Algorithm can create both contextual and temporal varia-

tions. These method use the Maximum Likelihood (ML) criterion to choose a model.

However, owing to the nature of the ML estimation, the likelihood value for training

data increases as the number of parameters increases. Consequently, it is impossible

to stop state splitting using only the ML criterion.

Therefore, many researchers have used information criteria to avoid this problem

as we described in Section2.4. The information criterion is used as both splitting and

stop criteria. As a splitting criterion, the information criterion is calculated for split

states, and the state that provides the best improvement of the information criterion in

all states is selected. As a stop criterion, splitting is stopped when there is no state that

can improve the information criterion.

In this chapter, we propose the SSS algorithm based on the MDL criterion as the

splitting and stop criteria. This algorithm is hereinafter referred to as “the MDL-SSS

algorithm.” The MDL criterion was successfully introduced in phonetic decision tree
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clustering as a criterion of contextual clustering[10]. In this chapter, the MDL criterion

is extensively used as the criterion for both contextual and temporal splitting in the

ML-SSS algorithm. We define new gain functions based on the MDL criterion.

The AIC may be used as the criteria to make context-dependent models in the same

manner as [8]. The second term of the MDL criterion is dependent on both the amount

of data and the number of parameters. On the other hand, the AIC only considers

the number of parameters. For acoustic models, it is well known that recognition

performance is dependent on the amount of training data. For this reason, the MDL

criterion is more suitable for speech recognition. Therefore, we focus only on the MDL

criterion in this paper.

In Section2.3.2, we have explained the ML-SSS algorithm and the stop-splitting

problem. Also, the MDL criterion has been described in Section2.4.3. We define the

MDL-SSS algorithm in Section3.2. In Section3.3, we evaluate the performance of

the MDL-SSS algorithm and describe the results for an ATR travel arrangement task

and the results for lecture speech as an example of more spontaneous speech. We

summarize the results in Section3.4.

3.2. SSS Algorithm Using MDL Criterion

Next, we introduce the MDL criterion to the ML-SSS algorithm. In this section, we

define the MDL-SSS algorithm, which uses the MDL criterion instead of the ML cri-

terion as the splitting criterion for the ML-SSS algorithm.

3.2.1 Flow of MDL-SSS algorithm

Figure3.1 shows the flow of the MDL-SSS algorithm. The differences in the MDL

values for both contextual and temporal splitting are calculated for each state, and the

split with the smallest difference value is chosen. Splitting is finished when there is no

state that can be split and reduce the criterion by splitting. The total number of states

and the maximum number of states per triphone are not required as stop criteria.

The MDL criterion is driven theoretically and guarantees the prevention of the

over-fitting problem. On the other hand, to stop splitting in the ML-SSS algorithm,

some thresholds which can evaluate convergence of likelihood values can be used as
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Figure 3.1.Flow chart of MDL-SSS algorithm.

one of the stop criteria instead of the number of states. However, such thresholds need

to be set heuristically, and there is no guarantee that they will avoid the over-fitting

problem.

3.2.2 Gain function by MDL-SSS

First, we redefine the MDL criterion for the modelk here.

L(MDL)
k (x) = − logP(x|θ̂(k)) +

αk

2
logΓ(S) + logK, (3.1)

whereαk is the number of parameters for the modelk, andΓ(S) =
∑Ns

i=1 Γ(Si) represents

the expected frequency of the number of training samples for all states included in the

modelk. As the same manner as Section2.3.3, we assume that a stateSi in the model
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k is split into two statesSi1, Si2. The MDL criterion is changed as follows.

L(MDL)
k′ (x) = − logP(x|θ̂(k′)) +

α′k′
2

logΓ(S) + logK, (3.2)

whereα′k′ is the number of parameters after splitting. The first term of the MDL crite-

rion is a negative value of likelihood. Therefore, the difference of the first term between

Eqs. (3.1) and (3.2) is the negative value of the gain of likelihood, Eq. (2.7) or (2.8).

Therefore, we can define the criteria for contextual splitting and temporal splitting,

G(MDL)
c andG(MDL)

t , respectively, as follows:

G(MDL)
c (Si) = −G(ML)

c (Si) +
α′c − αc

2
logΓ(S), (3.3)

G(MDL)
t (Si) = −G(ML)

t (Si) +

{
α′t
2

logΓ′(S) − αt

2
logΓ(S)

}
, (3.4)

where the suffixes, c and t, mean that the values are related to the contextual splitting,

and the temporal splitting, respectively.α′ represents the number of parameters after

splitting. Γ′(S) is the value after temporal splitting. Equation (3.4) compensates the

total number of samples,Γ(S), because segments that are shorter than the lengths of

state sequences are discarded.Γ(S) will be decreased toΓ′(S) if a temporal split is

selected.

In the previous works[9, 10, 11, 12], they introduced the scaling factors of the sec-

ond terms to control the value of criterion for their contextual clustering. We introduce

the scaling factors of the second terms,Cc andCt, both for contextual and temporal

splitting.

G(MDL)
c (Si) = −G(ML)

c (Si) + Cc
α′c − αc

2
logΓ(S), (3.5)

G(MDL)
t (Si) = −G(ML)

t (Si) + Ct

{
α′t
2

logΓ′(S) − αt

2
logΓ(S)

}
. (3.6)

The number of parameters before and after contextual splitting areαc = 2KM and

α′c = 2K(M + 1), where the order of features isK, the total number of states isM,

and each state has one Gaussian distribution with a diagonal covariance matrix. For

temporal splitting, we suppose that transition probabilities do not depend on both mean

vectors and covariances of Gaussian mixtures. Each state has one Gaussian distribution

and one transition probability. Therefore, the number of parameters before and after

temporal splitting areαt = (2K + 1)M andα′t = (2K + 1)(M + 1), respectively.
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The scaling factors,Cc andCt, are not derived from the original MDL criterion.

We experimentally found that it is difficult to stop splitting without these factors. This

problem can be considered to be caused by the approximation of the likelihood values

of temporal split states as we described in Section2.3.2. In [10] and [12], a scal-

ing factor for contextual splitting was also introduced and experimentally found to be

effective.

Accordingly, Eqs. (3.5) and (3.6) are rewritten as follows:

G(MDL)
c (Si) = −G(ML)

c (Si) + CcK logΓ(S), (3.7)

G(MDL)
t (Si) = −G(ML)

t (Si) + Ct
(2K + 1)

2
{(M + 1) logΓ′(S) − M logΓ(S)}. (3.8)

The MDL-SSS algorithm selects the state with the smallestG(MDL)
c orG(MDL)

t , and stops

splitting whenG(MDL)
c > 0 andG(MDL)

t > 0 for all states.

Finally, we give the flow of the MDL-SSS algorithm in Fig.3.2.
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MDL-SSS Algorithm:

1. Initialization.

2. For all states:{S1,S2, . . . ,Si , . . .}

(a) Contextual splitting:

i. Create two new states by the contextual splitting ofSi.

ii. Calculate the criterion,G(MDL)
c (Si).

(b) Temporal splitting:

i. Create two new states by the temporal splitting ofSi.

ii. Calculate the criterion,G(MDL)
t (Si).

(c) Select the contextual or temporal splitting with a smaller criterion.

3. Select the state which obtains the smallest criterion among all states.

4. If no state can obtain less than zero in the criterion, then stop. Otherwise,

re-estimate parameters and go to2.

Figure 3.2.Overview of MDL-SSS algorithm.
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3.3. Experiments

3.3.1 Conditions

Experiments were carried out using the proposed acoustic models for Japanese travel

dialogues in “The Travel Arrangement Task (TRA)” of the ATR spontaneous speech

database [33]. This corpus consists of role-playing pseudo-dialogs between a hotel

clerk and a customer about room reservations, cancellation, trouble-shooting, etc.

For the acoustic training set, we used the TRA database and 503 phonetically bal-

anced sentences (BLA) read by the same speakers of the TRA. These data include 407

speakers. TRA dialog data include about 5 hours of speech and BLA data include

about 25 hours of speech. For the test set, we used one side of 42 dialogues with 4,990

words that were not included in the training set and that included 42 speakers.

For analysis conditions, the frame length was 20 ms and the frame shift was 10 ms.

12 order MFCC, 12 order∆MFCC, and∆ log power were used as feature parameters.

The cepstrum mean subtraction was applied to each utterance. We used 26 kinds of

phonemes and one silence. A silence model with three states was built separately from

the phoneme models. Three states were used as the initial model for each phoneme.

One Gaussian distribution for each state was used during topology training. For both

the ML-SSS and MDL-SSS algorithms, phoneme alignments were not changed during

topology training.

In Section3.3.2, we used speaker-independent models with one Gaussian distri-

bution per state. These models are unable to produce high performance. Therefore,

after we obtained the topology, we increased the number of mixtures and re-estimated

the parameters of the HMMs. The final models were gender-dependent models with

five Gaussian mixtures for each state. These models were used in the experiments

described in Section3.3.3. In these models, each gender model had the same topol-

ogy as the other gender model. We have compared them to GD models in which

topologies were dependent on gender in the preliminary experiments. The GD models

with gender-independent topologies obtained better performance than the GD models

with gender-dependent topologies. Therefore, we used the GD models with the same

topologies.

For the language training set, we used 7,195 one-side dialogues which included

1.6×106 words. Multi-class composite bigram models [34] with 700 classes and 5,216
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composite words were used as the language models. The perplexity for the evaluation

data was about 21. The vocabulary size in the set was 27,398.

The number of mixture distributions was increased after splitting. The topology

training can obtain approximate optimal topologies represented by one Gaussian dis-

tribution for each state. Therefore, first, we evaluated speaker-independent and single

Gaussian models by using a small lexicon including 5,100 words. Second, we used

gender-dependent and five-Gaussian models by using the full lexicon including 27,398

words.

3.3.2 Comparison of gender-independent models with single Gaus-

sian

We initially investigated the performance by gender-independent models with a single

Gaussian distribution to confirm the adequacy of the model topologies obtained by our

proposed method. In this section, the lexicon had 5,100 words including the words in

the evaluation data. Figure3.3shows word accuracy rates comparing the performance

of the ML-SSS and MDL-SSS algorithms. This figure includes results for the ML-

SSS algorithm limited by the maximum number of states for each triphone model,

Np = 3,4,5. The models limited byNp = 3 were produced by only contextual splitting

because all initial models had three states in these experiments. The performance for

models withNp = 3 is worse than that for models withNp = 4 but better than that for

models withNp = 5. This suggests that the temporal splitting is effective but should be

controlled for each phoneme by some suitable criterion.

The MDL-SSS algorithm withCc = 1,Ct = 10,40, andCc = 2,Ct = 10,20

obtained almost the same performance as the ML-SSS algorithm. For the ML-SSS

algorithm,Ns = 2,500 andNp = 4 showed the best performance.

To achieve a balance between contextual splitting and temporal splitting, the opti-

mal temporal scaling factor,Ct, was much larger than the contextual scaling factor,Cc.

This is because the gain by temporal splitting is evaluated as being smaller in the MDL

criterion and the likelihood value is also an approximated one as described in [7].
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Figure 3.3. Word accuracy for GI models with one Gaussian distribution per state

trained by using TRA and BLA.
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3.3.3 Comparison of gender-dependent models with five Gaussians

In this section, we used gender-dependent models with five Gaussian mixtures. Figure

3.4shows the word accuracy rates of these models.

For the MDL-SSS algorithm,Cc = 2 andCt = 20 performed the best. Almost

the best model was obtained by almost the same scaling factors as described in the

previous section. On the other hand, for the ML-SSS algorithm,Ns = 1,400 and

Np = 4 performed the best. The total number of states of the best model was different

from that of the best model with one Gaussian distribution per state. Therefore, for the

ML-SSS algorithm,Ns needs to be carefully adjusted according to experiments to find

the best model. In contrast to the ML-SSS algorithm, the MDL-SSS algorithm can

automatically obtain the best performance with the same parameters.

We further compared the models of the MDL-SSS algorithm and the ML-SSS algo-

rithm in detail. Figure3.5shows the number of states for each phoneme model. Most

of the phoneme models by the MDL-SSS algorithm have larger numbers of states than

the models by the ML-SSS algorithm. Figure3.6shows the maximum length of states

for each phoneme extracted from both the “ML-SSS (1,400 states,Np=4)” whose num-

ber of states per triphone were set to a limit of four states, and the “MDL-SSS (Cc = 2,

Ct = 20, 2,086 states).” All phoneme models by the ML-SSS algorithm had the same

maximum length of states as the limit number of states. On the other hand, each

phoneme model by the MDL-SSS algorithm had a different maximum length of states.

Although some phoneme models by the MDL-SSS algorithm have larger numbers of

states than the models by the ML-SSS algorithm, they have shorter maximum lengths

of states. These two figures suggest that more adequate path lengths are selected for

each allophone by using the MDL-SSS algorithm. Although the ML-SSS algorithm

can limit the number of states for each phoneme, it is difficult to find the optimal set of

the maximum number of states.

3.3.4 Effectiveness for different amounts of training data

To confirm whether scaling factors in the MDL-SSS algorithm are dependent on the

amount of training data, we examined the performance of acoustic models for a smaller

amount of training data by using only the TRA data. The experimental conditions

were the same as described in Section3.3.3. Figure3.7 shows word accuracy for
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Figure 3.6.The maximum length of states for each phoneme.
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Figure 3.7.Word accuracy for models trained by using TRA data.

models generated by the ML-SSS algorithm or the MDL-SSS algorithm. The MDL-

SSS algorithm obtained the best performance withCc = 2 andCt = 20. Therefore,

scaling factors for both contextual and temporal splitting can be set robustly and thus

the MDL-SSS algorithm can make appropriate HMM topologies more easily than the

ML-SSS algorithm.
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3.3.5 Evaluation using lecture speech

To confirm the optimal values of the scaling factors in our proposed method, we also

evaluated our method by using the Japanese lecture speech corpus, “The Corpus of

Spontaneous Japanese (CSJ)”[35]. This corpus mainly includes monologues, such as

presentations at conferences. Therefore, the CSJ corpus is more spontaneous than the

TRA corpus.

The training data for the acoustic models include 200 lectures (about 34 hours) by

male speakers. The analysis conditions were the same as described in Section3.3.1.

The number of mixtures for each state was 10. The size of the lexicon distributed

with the CSJ database was 19 K words. We used multi-class composite bigram mod-

els with 700 classes and 3,466 composite words trained by using these 200 lectures.

Perplexity was about 137. For evaluation, we used four male speakers, “A01M0007”,

“A01M0035”, “A01M0074”, and “A05M0031.” The average number of words in-

cluded in each speaker data was 4,388.

Figure3.8 shows the average word accuracy rates for the four speakers. For the

MDL-SSS algorithm, performance is almost saturated by the model withCc = 2 and

Ct = 20. These factors are almost the same as those described in Sections3.3.2, 3.3.3,

and3.3.4. Therefore, the trend of the results is similar to that of the TRA task. This

shows that the MDL-SSS algorithm can automatically stop splitting and obtain almost

the best performance by aroundCc = 2 andCt = 20 for other tasks.

Figure 3.9 shows the number of states for each phoneme model extracted from

both “ML-SSS (2,178 states, Np=4)” and “MDL-SSS (Cc = 2,Ct = 20, 2,178 states).”

These models have almost the same number of states for each phoneme. Figure3.10

shows the maximum number of states for each phoneme. Although each model by

the ML-SSS algorithm had a different maximum number of states, the model by the

MDL-SSS algorithm had more variety in the maximum number of states. Especially,

the phoneme/e/ had a long triphone/silence - e - e/ with eight states. This triphone

appears in the beginning of some Japanese filler words, for example, “eeto,” that are

very often uttered in spontaneous speech.

Compared to the TRA and BLA corpora, the maximum number of states per phoneme

in the CSJ corpus is smaller than that in the TRA corpus. Table3.1shows the average

speaking rate for each training database. These speaking rates were calculated from the

forced alignments of the training data. It shows that the distribution of speaking rates
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Figure 3.8.Word accuracy for the CSJ corpus.
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Table 3.1.Average speaking rate for each training data
Database Average Standard deviation

[mora/sec]

CSJ (male) 8.27 2.12

TRA+BLA (male) 8.22 1.03

TRA+BLA (female) 7.76 0.94

TRA (male) 8.46 1.47

TRA (female) 7.96 1.25

BLA (male) 8.15 0.83

BLA (female) 7.69 0.80

in the CSJ corpus is faster and broader than that of the TRA and BLA corpora. The

standard deviation of the CSJ corpus is larger than that of the TRA and BLA corpora.

Therefore, the CSJ corpus has much more variation in speaking rates. It shows that the

CSJ corpus is a more spontaneous speech database than the TRA corpus. Furthermore,

these results show that the MDL-SSS algorithm can reflect the properties of a database

in HMM topologies.

3.4. Summary

We proposed a new method for automatically creating non-uniform, context-dependent

HMM topologies using the Successive State Splitting algorithm based on the MDL

criterion. The conventional methods of topology training are based on the ML criterion

and require the total number of states as the stop criterion. The ML-SSS algorithm

offers the advantage that it includes both contextual and temporal splitting, but it is

also based on the ML criterion and requires stop criteria.

We introduced the MDL criterion to the ML-SSS algorithm in order to select suit-

able models automatically. Experimental results show that the MDL criterion can stop

both contextual and temporal state splitting by the SSS algorithm. The best model can

be obtained only by changing the number of states in the ML-SSS algorithm. However,

the MDL-SSS algorithm yields almost the best performance by almost the same scal-

ing factors in spite of the amount of training data and kinds of tasks without changing
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the number of states. These scaling factors seem to be relatively consistent within the

tasks.

For the ML-SSS algorithm, there is no guarantee that the best model can be ob-

tained by using the number of states and the maximum number of temporal states per

phoneme as a stop criterion. They need to be adjusted carefully according to experi-

ments. On the other hand, almost the same scaling factors in the MDL-SSS can gen-

erate almost the best model. Lots of experiments to find a best model will no longer

be necessary. Additionally, both the maximum number of states and the maximum

number of temporal states per phoneme can be added to stop criteria in the MDL-SSS

algorithm.
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Chapter 4

Variational Bayesian Approach for the

SSS Algorithm

4.1. Introduction

In the previous chapter, we have proposed the MDL-based SSS algorithm and showed

that the MDL criterion works well for the large amount of training data. However, con-

ventional information criteria require some assumptions, e.g., asymptotic normality.

Theoretically speaking, It is difficult for information criteria to evaluate complicated

models like neural networks, or HMMs exactly because these models cannot satisfy

such assumptions.

As we described in Section2.5, the Variational Bayesian (VB) method was pro-

posed to avoid these problems[13][14][15]. Recently, the VB approach have been

applied to speech recognition. Decision tree clustering with the VB method was

proposed[30], and Variational Bayesian GMMs were applied to speech recognition[31].

These methods do not consider any temporal structures.

We propose an automatic topology creation method using the SSS algorithm with

the Variational Bayesian method, which we call the VB-SSS algorithm, to estimate

topologies more exactly. The SSS algorithm can create contextual and temporal vari-

ations. In contrast, decision tree clustering can only create contextual variations. In

[30], they describe the general parameter estimation of HMMs based on the VB ap-

proach and the topology estimation by tree-clustering based on the VB approach. In

the decision tree clustering, the number of states per triphone must be decided before

51



clustering, and it is never changed after clustering. That method divides utterances

into state segments and never changes state boundaries to avoid considering temporal

variations. Therefore, in the decision tree clustering, the number of states per triphone

is considered as one of the problems with initial models. However, the SSS-based al-

gorithm can consider both contextual and temporal variations. It can create a triphone

with a different number of states from the other triphones according to training data.

Therefore, our proposed method, the SSS algorithm based on the VB approach, has a

higher number of degrees of freedom than that of the decision tree clustering. Further-

more, latent variables should be employed in the SSS algorithm because the alignments

of phonemes are fixed but those of states are not. Therefore, the occupancy probabili-

ties of training samples should be considered by using latent variables to introduce the

VB method into the SSS algorithm.

We also evaluate a method for increasing the number of mixture components by us-

ing the VB approach, based on a topology obtained by the VB-SSS algorithm. In [30],

Watanabe et al. evaluated two methods for constructing Gaussian mixture models. One

sets the same number of Gaussians per state for all states, and selects an appropriate

model by a VB objective function. The other determines the number of Gaussians for

each state by splitting and merging Gaussians in each state with the objective function.

In [31], they produced GMMs by decreasing the number of mixture components in

each phoneme. Since the VB-SSS algorithm generates HMM structures with temporal

structures, our proposed methods consider temporal structures to make mixture models

by splitting Gaussians with the VB approach.

In Section4.2, we present the VB-SSS algorithm, and in Section4.3 explain a

method for increasing the mixture components. In Section4.4, we evaluate the perfor-

mance of our proposed methods with experiments. Finally, we provide our summary

about this topic in Section4.5.

4.2. Variational Bayesian Approach for SSS Algorithm

4.2.1 Overview of VB-SSS

Our proposed method is based on the ML-SSS algorithm[7]. The ML-SSS algorithm

assumes that each state has a single Gaussian distribution, and that each category can be
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represented by one Gaussian distribution when splitting is performed. This algorithm

also assumes that suboptimal models can be obtained by increasing the number of

mixture components after this topology training even if such models are not optimal

for the number of parameters. Therefore, our proposed method, the VB-SSS algorithm,

also uses only a single Gaussian model, and after this algorithm, there is a need for a

method to increase the number of mixture components.

Figure4.1 shows the flow of the VB-SSS algorithm. This section briefly explains

the VB-SSS algorithm. First, the topology of an initial model is set and its parameters

are estimated. Second, the prior parameters for each state are set, after which the

posterior parameters for each state are estimated, and the VB objective function,Fm,

(see [15] for details) is calculated as the baseline energy.

After that, each type of splitting is performed in the same manner as with the ML-

SSS algorithm. For each splitting, after two new states are created, the posterior pa-

rameters are estimated, and the energy gains of both the contextual splitting and the

temporal splitting are calculated. Next, the state splitting with the maximum energy

gain is selected. If there is no state that can increase its energy, the splitting is stopped.

Furthermore, whenFm decreases or converges, the splitting is stopped. Otherwise, the

parameters of HMMs are estimated, and these procedures are repeated. In this pa-

per, all of the posterior parameters are estimated by using all of the data for each test

splitting.

4.2.2 Contextual and temporal splitting

The probability density of the HMMΘ, which hasNs states with one Gaussian dis-

tribution andNa transitions for each state for both contextual and temporal splitting,

is

p(O|Θ) =

T∏

t=1

N(ot;µst
,Σst)astrt+1, (4.1)

whereO = {o1, . . . , ot, . . . , oT} is a set of training samples,st denotes the state number

at timet, andr t represents the transition arc number at timet. In addition,µst
is a mean

vector atst, Σst denotes a covariance matrix atst, andastrt+1 is a transition probability.

We use a diagonal matrix as the covariance matrix. The maximum ofNa is Ns, andNa
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Figure 4.1.Flow of the Variational Bayesian SSS algorithm.

in this paper can be replaced byNs. However, this splitting algorithm can useNa = 2

only.

The probability for the complete data set to which the latent variables are intro-

duced is

p(O,Z|Θ) =

T∏

t=1

Ns∏

i=1

Na∏

j=1

{N(ot;µi ,Σi)ai j }zt
i j , (4.2)

whereZ = {zt
i j }Ns,Na,T

i=1, j=1,t=1 is the set of latent variables.

The objective functionFm is defined as a lower bound of a marginal likelihood over
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all random quantities with a fixed structurem[15]:

Fm =

∫
q(Z)q(Θ) ln

p(O,Z|Θ)p(Θ)
q(Z)q(Θ)

dZdΘ, (4.3)

whereq() stands for a variational posterior probability, which approximates a true pos-

terior probability;q() becomes the closest distribution to its true posterior probability

whenFm is maximized. An iterative procedure to find the optimal variational poste-

riors is defined by the partial derivative ofFm w.r.t. eachq(). It is referred to as the

Variational Bayesian EM Steps.

When theith state with the HMM parameterΘi is split into thei1th state and thei2th

state, and the parameterΘ̂i is estimated for the current splitting, the splitting criterion

can be represented by using the objective functionFm as follows,

∆F (n+1)
m = F (n+1)

m (Θ̂i) − F (n)
m (Θi), (4.4)

wheren is the iteration number.

4.2.3 Priors

We assume that the probability of parameters can be factorized as follows.

p(Θ) = p(Ns,Na)p(a|Ns,Na)p(Σ|Ns)p(µ|Σ,Ns). (4.5)

We also assume that the prior ofa = {ai j }Ns,Na
i=1, j=1,ai j ≥ 0,

∑Na
j=1 ai j = 1 is aDirichlet

distribution, and that the prior of{µ,Σ} = {{µi}Ns
i=1, {Σi}Ns

i=1} is anormal-Gammadistri-

bution,

p(a|Ns,Na) =

Ns∏

i=1

D({ai j }Na
j=1; φ0) ∝

Ns∏

i=1

Na∏

j=1

aφ0−1
i j

p(µ,Σ|Ns) =

Ns∏

i=1

D∏

k=1

N(µik; ν0k, ξ
−1
0 σik)G(σ−1

ik ; η0/2,b0k/2),

whereD is the order of parameters,µik andσik are thekth elements ofµi and Σi,

respectively,N() denotes the Gaussian distribution,G() represents the Gamma distri-

bution, andφ0, ν0k, ξ0, η0, andb0k are prior parameters. The definition of the Gamma

distribution isG(s; η, λ) = λη/Γ(η) · sη−1 exp(−λs), whereΓ() is the Gamma function.
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4.2.4 Posteriors

We also assume that the posterior probability of parameters can be factorized as fol-

lows.

q(Θ) = q(Ns,Na)q(a|Ns,Na)q(Σ|Ns)q(µ|Σ,Ns). (4.6)

The posterior probability can be derived from the Variational Bayesian EM algorithm[15].

q(a|O,Ns,Na) =

Ns∏

i=1

D({ai j }Na
j=1; {φi j }Na

j=1), (4.7)

φi j = φ0 + N̄i j , N̄i j =

T∑

t=1

z̄t
i j , z̄t

i j =< zt
i j >q(Z),

q(µ,Σ|O,Ns) =

Ns∏

i=1

D∏

k=1

N(µik; νik, ξ
−1
i σik)G(σ−1

ik ; ηi/2,bik/2), (4.8)

N̄i =

T∑

t=1

z̄t
i , z̄t

i =< zt
i >q(Z),

νik =
N̄iōik + ξ0ν0k

N̄i + ξ0
, ξi = ξ0 + N̄i , ηi = η0 + N̄i ,

bik = b0k + c̄ik +
N̄iξ0

N̄i + ξ0
(ōik − ν0k)

2,

ōi =
1

N̄i

T∑

t=1

z̄t
i ot, c̄ik =

T∑

t=1

z̄t
i(otk − ōik)

2.

Here,< x > f (x)=
∫

x f(x)dx is the expectation ofx for f (x). The variational poste-

rior probability of latent variables is also derived in the same manner as the unknown

parameters;Fm can be derived from these priors and posteriors.

The variational posterior probability of latent variables is

z̄t
i j = exp(γt

i j )/
Ns∑

k=1

Na∑

l=1

exp(γt
kl), (4.9)

γt
i j ∝ Ψ(φi j ) − Ψ(

Na∑

j=1

φi j ) +
D
2

Ψ

(
ηi

2

)
− 1

2

D∑

k=1

ln
bik

2

− D
2ξi
− 1

2

D∑

k=1

ηi

bik
(otk − νik)

2, (4.10)

whereΨ(x) = ∂ ln Γ(x)/∂x is the digamma function.
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4.2.5 Objective function

Hereafter,p(·|Ns,Na) is simplified top(·), i.e., p(Θ|Ns,Na) → p(Θ). The variational

Bayesian objective function is

Fm =

∫
q(Z)q(Θ) ln

p(O,Z|Θ)p(Θ)
q(Z)q(Θ)

dZdΘ

=

∫
q(Z)q(Θ) ln

T∏

t=1

p(ot, zt|Θ)dZdΘ −
∫

q(Z) ln q(Z)dZ

−
∫

q(Θ) ln q(Θ)dΘ +

∫
q(Θ) ln p(Θ)dΘ. (4.11)

A brief derivation is provided in AppendixA.1.

4.3. Increasing Mixture Components Based on the VB

Approach

4.3.1 Splitting mixture method

After topologies are obtained by the VB-SSS algorithm, the number of mixture com-

ponents is increased by the following algorithm based on the VB approach. We define

the splitting mixture method as follows.

[Splitting mixture method]

1. Set an initial model obtained by topology training.M(0) = 1,n = 0.

2. Calculate the objective functionF (n)
m .

3. Iterate the following steps for each phoneme.

(a) Split each distribution into two distributions in each state.M(n+1) = 2M(n).

(Fig. 4.2)

(b) Estimate posterior distributions, and calculate the objective functionF (n+1)
m ,

repeatedly.

(c) Stop splitting when∆F (n+1)
m = F (n+1)

m − F (n)
m is a negative number. Other-

wise,n = n + 1, and go to 3(a).
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Figure 4.2.Splitting each distribution into two distributions.

This algorithm splits each mixture component to two distributions, as in Fig.4.2. In

this algorithm, the number of mixture components is estimated for each phoneme. It

obtains more suitable models than models with the same number of mixture compo-

nents for all phonemes.

We also evaluated the other algorithm that increased one distribution for each state

at a time. However, this algorithm performed a slightly worse than the above algorithm

in preliminary experiments.

4.3.2 VB approach for increasing mixture components

In [30] and [31], the authors estimated the number of mixture components for each

state because their methods are the same as those used for GMMs. On the other hand,

the VB-SSS algorithm estimates model structures by considering the transition prob-

abilities using the forward-backward algorithm. Therefore, our proposed method es-

timates the number of mixture components with the forward-backward algorithm for

phoneme periods.
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Gaussian mixture HMMs can be represented as follows.

p(O|Θ) =

T∏

t=1



M(n)
st∑

k=1

wstkN(ot;µst
,Σst)


astrt+1, (4.12)

wherest denotes the state index at timet, {wik}M
(n)
st

k=1 is a set of mixture weights for state

i, µst
is a mean vector, andΣst is a covariance matrix. In addition,r t is an arc index at

time t, {ai j }Na
j=1 is a set of transition probabilities.

The priors and posteriors for transition probabilities, mean vectors, and precision

matrices can be defined just as those of the VB-SSS algorithm. For transition proba-

bilities,

p(a|Ns,Na) =

Ns∏

i=1

D({ai j }Na
j=1; φ0),

and for mean vectors and precision matrices,

p(µ,S|Ns, {Mi}Ns
i=1) =

Ns∏

i=1

Mi∏

k=1

D∏

l=1

N(µikl; ν0l , ξ
−1
0 σikl)G(σ−1

ikl ; η0/2,b0l/2).

For mixture weights, aDirichlet distribution can be used.

p(w|Ns, {Mi}Ns
i=1) =

Ns∏

i=1

D({wik}Mi
k=1; ρ0),

whereρ0 is a prior parameter. The posterior probabilities for these probabilities and

the VB objective function, including mixture components, can be derived in the same

manner as these in the VB-SSS algorithm.

For recognition, posterior predictive probability is used for the Bayesian approach.

p(x|m,O) =

T∏

t=1

∫
p(xt|Θst st+1,m,O)p(Θst st+1|m,O)dΘst st+1. (4.13)

Here,x = {x1, . . . , xT} is a set of test data, andmrepresents a structure indicator, that is,

the number of states, transitions, and mixture components in this work. The true pos-

terior probabilityp(Θi j |m,O) is approximated by the variational posterior probability
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q({ai j }Na
j=1|m)

∏Mi
k=1 q({wik}Mi

k=1|m)q(µik,Σik|m).

p(x|m,O) '
T∏

t=1

< ai j >q({ai j }Na
j=1|m)

Mi∑

k=1

{
< wik >q({wik}Mi

k=1|m)< N(xt;µik,Σik) >q(µi ,Σi |m)

}
,

(4.14)

< ai j >q({ai j }Na
j=1|m)= φi j/

∑

j′
φi j ′ ,

< wik >q({wik}Mi
k=1|m)= ρik/

∑

k′
ρik′ ,

< N(xt;µik,Σik) >q(µi ,Σi |m)= T (xt; νik,Φik, fik),

fik = ηik,Φik = Bik(ξik + 1)/(ξik fik).

T (·) is aStudent-tdistribution.

T (xt; νik,Φik, fik) = Cik{1 + (xt − νik)
′( fikΦik)

−1(xt − νik)}− 1
2 ( fik+1),

Cik =
Γ(( fik + D)/2)

( fikπ)D/2Γ( fik/2)|Φik| 12
.

Here, “′” represents a transpose.

4.4. Experiments

4.4.1 Experimental conditions

In this section, we evaluated our proposed method by both segmented phoneme recog-

nition and conventional continuous speech recognition. Segmented phoneme recogni-

tion is the classification test for segments that are divided into phonemes in order to

evaluate each phoneme model’s performance. We compared our proposed method, the

VB-SSS, to the ML-SSS and the MDL-SSS algorithms. For the ML-SSS, two models

with different maximum state lengths, 3 or 4, were created. These two models are the

baseline models.

For the acoustic training set, we used Japanese dialog speech from the ATR travel

arrangement task (TRA) database[33] uttered by 166 males. The total length of speech

was 2.1 hours. The MDL criterion is not suitable for such a small database, but the

VB approach is applicable theoretically; the VB-SSS still requires more computation.
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Therefore, in this work, we used this small amount of training data for the experiments,

in this paper.

For testing, we used dialog speech that includes 213 sentences from the TRA

database uttered by a different set of 17 males. For topology training, we employed the

VB approach only for the splitting and stopping criteria. Multi-class composite bigram

models [34] were used, and the vocabulary size was 5,000. The sampling frequency

was 16 kHz, the frame length was 20 ms, and the frame shift was 10 ms. We used

12-order MFCC,∆MFCC, and∆ log power as feature parameters. In addition, cep-

strum mean subtraction was applied to each utterance. We used 26 kinds of phonemes

and one silence. Three states were used as the initial model for each phoneme, and

one Gaussian distribution for each state was used during topology training. A silence

model with three states was built separately from the phoneme models, and to increase

the number of mixture components with the VB approach, the number of Gaussians

for the silence model was determined by employing the VB approach. In these exper-

iments, we usedφ0 = 1.0, ξ0 = 1.0, η0 = 2.0 for the prior parameters of the VB-SSS.

ν0k andb0k were set from the element values of the mean vectors and the covariance

matrices.

4.4.2 Evaluation for topology training

Figures4.3and4.4show the average phoneme recognition rates for vowels and conso-

nants, respectively. The “phoneme recognition rate” means the rate of correctly clas-

sified segments in a phoneme. It includes the results by the ML-SSS with a maximum

state length of 3 or 4, by the MDL-SSS, and by the VB-SSS. To compare topologies

generated by these methods, we assigned a single Gaussian distribution for each state.

The VB-SSS obtained better performance for vowels and a slightly worse one than the

ML-SSS with a maximum state length= 3 for consonants. In addition, the topology

created by the MDL-SSS is too small to obtain performance comparable with the other

methods because the MDL criterion generally does not work for a small amount of

training data. Our work on the MDL-SSS[36] shows that the MDL-SSS can automati-

cally obtain almost the same performance as the ML-SSS; however, the total amount of

training data in this paper is much smaller than that in the reference[36]. Checking the

results in detail, the VB-SSS obtained better results for many phonemes than did the

ML-SSS, though the VB-SSS obtained worse results for a few consonants, especially,
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Figure 4.3.Average phoneme recognition rates for vowels.
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Figure 4.4.Average phoneme recognition rates for consonants.
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Figure 4.5.Word accuracy rates by single Gaussian models.

/f/. The reason is under investigation.

Figure4.5shows the results by using the single Gaussian models. The performance

of the MDL-SSS was again worse than the baseline, ML-SSS, due to the small amount

of training data. On the other hand, with about 60% of the ML-SSS states, the VB-SSS

achieved a comparable recognition rate.

Next, we analyzed the dependencies of the prior hyperparameters. Table4.1shows

word accuracy rates and the number of states of several prior parameters for the 5k-

CSR task, with the trend of results for segmented phoneme recognition being almost

the same. The fluctuation of performance is small whenφ0 is changed under almost

the optimal values,ξ0 = 1.0 andη0 = 2.0. Also,φ0 is a hyperparameter of transition

probabilities. Because transition probabilities do not have much effect on recognition

performance, the influence ofφ0 is smaller than the other parameters. Although we

also evaluated models withη0 = 20, the parameters of posteriors could not be obtained

in some phonemes because the parameters diverged and no model could be obtained.

Consequently, nearly optimal values ofξ0 andη0 are limited to a certain range of vales.
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Table 4.1.Word accuracy rates [%] and # of states in parentheses for several hyperpa-

rameters
ξ0 = 0.1 φ0 = 1.0 φ0 = 10 φ0 = 100

η0 = 0.2 68.87 (766) 69.14 (764) 68.76 (775)

η0 = 2.0 72.12 (1,361) 71.30 (1,252) 67.73 (1,246)

ξ0 = 1.0 φ0 = 1.0 φ0 = 10 φ0 = 100

η0 = 0.2 68.87 (760) 68.92 (761) 68.87 (749)

η0 = 2.0 72.77(1,419) 72.55(1,425) 72.17 (1,433)

ξ0 = 10 φ0 = 1.0 φ0 = 10 φ0 = 100

η0 = 0.2 70.01 (771) 68.60 (757) 69.09 (780)

η0 = 2.0 71.30 (1,315) 72.06 (1,358) 66.00 (1,211)

Table 4.2.Word accuracy rates for thirty minutes of training data
#states WA [%]

ML-SSS 300 57.44

564 61.61

812 61.78

MDL-SSS 199 52.14

VB-SSS 564 61.99

The posteriors of these prior parameters,ξ0, η0, φ0, are updated as they are shown after

Eqs. (4.7), or (4.8), like ξi = ξ0 + N̄i. Each of these posteriors is dependent on the

number of samples belonging to each class, and the larger the number of samples, the

smaller the influence of these prior parameters.

Additionally, we also evaluated our method by using the smaller amount of training

data. Thirty minutes of utterances were extracted from the same training data used in

the previous experiments. In these experiments, we usedCc = 2,Ct = 20 for the MDL-

SSS, andφ0 = 1.0, ξ0 = 1.0, η0 = 2.0 for the prior parameters of the VB-SSS. Table

4.2 shows word accuracy rates for thirty minutes of training data. These results were

obtained by single Gaussian models. The VB-SSS can automatically obtain almost the

same performance with smaller parameters than that of the ML-SSS, indicating that

the VB approach works well even for smaller databases.
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Figure 4.6.Word accuracy rates by Gaussian mixture models.
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Table 4.3.The average number of mixture components per state, the total number of

mixture components, and word accuracy rate
#mixtures

ρ0 /state #mixtures WA[%]

ML-SSS

+ manual

mix selection

(1,400 states) – 8 11,200 76.56

VB-SSS 0.001 1.87 2,652 74.23

+ VB mix 0.01 6.74 9,564 76.77

selection 0.1 9.53 13,520 75.69

(1,419 states) 1.0 10.19 14,460 75.69

4.4.3 Evaluation of mixture splitting

Figure4.6shows the results by using the splitting mixture method. Furthermore, Table

4.3 shows the average number of mixture components, the total number of mixture

components, and word accuracy rate for the best model of the baseline and the models

by using the VB approach with several values of the prior parameter,ρ0. Posterior

predictive probabilities defined by Eq. (4.13) are used for decoding by Bayesian ap-

proach, showing that the VB approach obtained almost the same performance with a

15%-smaller number of Gaussians than that obtained by using the ML based method.

These results indicate that recognition performance is dependent onρ0. This posterior

parameter is updated byρik = ρ0 + N̄ik. As we explained about the other prior pa-

rameters likeξ0, the effectiveness ofρ0 is dependent on the number of samples,N̄ik;

the larger the number of samples, the smaller the effect. Furthermore, the amount of

training data in these experiments is too small for use as conventional training data.

In addition, we evaluated four combinations of topology training methods and de-

coding methods to examine combinations of the VB-based topology training, the VB

mixture splitting, and the decoding by the Bayesian approach. This experiment can

show that criteria both for topology training and mixture selection should be consis-

tent.

For topology training, we can select either the ML-SSS or the VB-SSS, while for
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mixture selection, we can use the ML-based manual selection or the VB-based method.

The decoding method is dependent on the parameter estimation method, and for ML-

based manual selection, it is the usual ML-based decoding (ML decoding) method. For

models trained by VB-based mixture selection, posterior predictive probabilities are

used for decoding. This is called “PPP decoding” for short in this section. Therefore,

there are four combinations as listed below.

1. ML-SSS+ manual mixture selection+ ML decoding

2. VB-SSS+ VB mixture selection+ PPP decoding

3. ML-SSS+ VB mixture selection+ PPP decoding

4. VB-SSS+ manual mixture selection+ ML decoding

In both methods1. and2., the criteria for both topology training and mixture selection

are the same, and their results are the same as those in Fig.4.6and Table4.3.

Figure4.7 shows word accuracy rates achieved by these four combinations. The

VB approach both for topology training and mixture selection gave the best result

among these combined methods.

4.5. Summary

We proposed using the Variational Bayesian approach to automatically create non-

uniform, context-dependent HMM topologies. We introduced the VB approach to the

SSS algorithm to create contextual and temporal variations for HMMs and then defined

posterior probability densities and the VB free energy as split and stop criteria. We

evaluated the proposed method for word-based continuous speech recognition. The

VB-SSS automatically achieved comparable performance with about 60% of states

generated by the ML-SSS. Furthermore, we evaluated a method for increasing the

number of mixture components, employing the VB approach. Experimental results

indicated that the VB approach could obtain almost the same performance with a 15%-

smaller number of Gaussians than that obtained by using the ML-based method.

We evaluated performance for combinations of several values of prior parameters

and found the almost optimal value or range for each parameter. Theoretically, their

effectiveness is dependent on the number of samples, and the obtained suboptimal
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values can be applied to other tasks. However, there are still some rooms for improving

prior parameters.

The ML-SSS[7] cannot use Gaussian mixture HMMs, and is difficult to extend the

production of mixture models. In [37], Kato et al. proposed a decision tree clustering

for Gaussian mixture HMMs. It can deal with Gaussian mixture HMMs during topol-

ogy training, but the number of mixture components and the number of states for each

allophone model are fixed. For future work, we would like to develop a method to op-

timize the number of states for a whole model, the number of states for each allophone

model, and the number of mixture components for each state, simultaneously.
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Chapter 5

Language Modeling Using Patterns

Extracted from Parse Trees

5.1. Introduction

In both Chapter3 and Chapter4, we proposed the two types of automatic generation

of acoustic modeling. In this chapter, we will present our new method for language

modeling.

In large vocabulary continuous speech recognition, word n-gram models are widely

and effectively used as language models. However, they can represent only local con-

straints within a few successive words and lack the ability to capture the global struc-

tures of sentences. Trigger models have been proposed to cope with these weaknesses[17].

They can model word co-occurrence characteristics beyond 2-3 grams. S. Zhang et al.

also proposed a solution called Linkgram[18]. This model has word pairs extracted

from parse trees and can represent syntactic relations between word pairs. Such con-

straints, however, are weak for the global structures of sentences. Chelba and Jelinek

proposed a method using a stochastic parser as a language model[19][20], which called

as a Structured Language Model (SLM).

We propose two new types of language models using phrasal constraints extracted

from parse trees produced by an example-based parser. For spontaneous speech, ex-

act sentence structures are not so important, but partial structures are more useful for

constraints. First, we propose n-gram models for sentences with phrase constituent

boundary markers, and second we propose word pattern models using partial structure
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patterns of parse trees. Both of these methods attach weight to constraints of par-

tial phrase structures. These models are created from outputs of the example-based

parser, called the Constituent Boundary Parser (CBP), which was developed by Furuse

et al., ATR[23], for example-based machine translation, called Transfer-Driven Ma-

chine Translation (TDMT). The parser analyzes sentences by example word patterns

and rules made by hand.

The proposed models extracted by the parser can represent not only intra-phrase

constraints, but also inter-phrase constraints, the latter of which appear as syntactic

long-distant constraints between words. Our models can represent local structures ex-

tracted from only surface word sequences after preprocessing, and bigger structures

extracted from subtrees of parse trees. These models do not take account of represent-

ing global structures but they include local constraints, while the SLMs try to represent

global structures. In spontaneous speech, there are so many sentences whose global

structures are ungrammatical but local structures are grammatical. It is suitable for

spontaneous speech to represent local constraints.

In this paper, first, we describe phrase structure representation by our parser in

Section5.2. Second, our proposed language models are introduced in Section5.3.

In Section5.4, we apply these new models to the task of speech recognition of ATR

travel dialogues in Japanese, and show the performance of these models. Furthermore,

we investigate the effectiveness of word pattern models by additional experiments in

Section5.5.

5.2. Phrase Structure Representation

The language models proposed in this paper incorporate linguistic constraints depend-

ing on the phrase structures of sentences. This section gives a brief explanation about

the phrase structure representation used in this research.

5.2.1 Phrase structure using constituent boundaries

As a parser of spoken-language translation, ATR proposed a method called Constituent

Boundary Parsing (CBP) that uses pattern matching on the surface form [23]. CBP

considers that every content word in a sentence is separated (orbounded) from another
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content word by either a function word or an artificialPart-of-Speech-bigram marker.

For example, “I go to Kyoto” can be thought of as follows:

“ I ” “ < pronoun− verb>” “ go”

content marker content

“ to” “ Kyoto”

function content

In this example, the original sentence has three content words, “I,” “ go,” and “Ky-

oto.” Since there is no function word between “I ” and “go,” a POS-bigram marker

“< pronoun− verb>” is inserted to demarcate the boundary.

From the above representation, CBP builds up a tree by using “constituent pat-

terns.” A constituent pattern,X-b-Y, represents a partial structure consisting of one

boundary marker (i.e., a function word or a POS-bigram marker),b, and two content

words, X andY, surroundingb. For example, whenb is a function word, “to,” X-

“to”-Y is a constituent pattern showing that two content words adjacent to “to” (e.g.,

“go to Kyoto”) forms a partial phrase structure. Constituent patterns can be used re-

cursively in such a way that a partial structure identified as a constituent pattern can

be treated as one content word in another constituent pattern. Each pattern has one of

the constituents as the headword or “head.” The head is regarded as “representative”

of the pattern. As shown in Fig.5.1, the phrase “go to Kyoto” is an internal element

of another pattern “X <pron-verb> Y.” Note thatX andY have some constraints that

preclude them from matching with arbitrary words and phrases.

It may appear that a constituent pattern is similar to the right-hand side of rewriting

rules in context-free grammars. Actually, there is a difference in that a constituent

pattern always has three elements and that the second element should be a boundary

marker.

This procedure is language independent and can be applied to Japanese. In Japanese,

function words are often omitted, especially in the case of spontaneous speech. To deal

with such cases, boundary markers are inserted into places where function words are

omitted. Therefore, the parser can make structures by analyzing only surface patterns.

Accordingly, this parsing method is effective for spoken languages.

For example, Figure5.2(a) shows a parse tree of “watashi wa Kyoto e iku,” which

means “I go to Kyoto” in English. In Japanese spontaneous speech, this sentence may
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(a) “I go.” (b) “I go to Kyoto.”

…. Function words or boundary markers.

I go

X <pronoun-verb> Y

go Kyoto

I X to Y

X <pronoun-verb> Y

[Head=go]

[Head=  ] …. Headwords.

Figure 5.1.Structures of (a) “I go” and (b) “I go to Kyoto.” (a) The marker, “<pronoun-

verb>,” is inserted between “I ” and “go,” and the structure is a pattern “X <pronoun-

verb> Y.” (b) An example structure is made by patterns, “X <pronoun-verb> Y” and

“X to Y.” “Head” means a headword that is representative of a sub-tree.

become “watashi, Kyoto e iku.” The function word “wa” is removed in this case. To

cope with such problems, first, the parser inserts a boundary marker between “watashi”

and “Kyoto,” like “ watashi<pronoun-> Kyoto e iku.” Second, it extracts a structure

like that in Fig. 5.2(b). Therefore, the same structure as (a) is obtained even if some

function words are omitted.

5.2.2 Parsing procedure

The parsing procedure receives a sentence that is segmented into words with part-of-

speech tags and outputs a phrase structure tree. The procedure consists of two major

steps: preprocessing and main processing.

The preprocessing step is responsible for the following two tasks: the first task

is to convert words in the semantic point of view. This includes combining com-

pound words, dividing a word with complex meaning into a sequence of more primitive

words, and normalizing morphological or lexical variants into a ’standard’ form. These

are done by using rules and dictionaries originally designed for machine translation.

The second task is to insert boundary markers by referring to a set of rules currently
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(a) “watashi wa Kyoto e iku”

X wa Y

iku

watashi

Kyoto

[Head= iku ]

X e  Y

X <pronoun-> Y

iku

watashi

Kyoto

[Head= iku ]

X e  Y

(b) “watashi, Kyoto e iku”
⇒ “watashi <pronoun-> Kyoto 

e iku”

Figure 5.2.Structures of example Japanese sentences. These structures are constructed

by (a) patterns “X wa Y” and “X e Y” and (b) patterns “X <pronoun-> Y” and “X e Y,”

respectively.

manually written. They are dependent on POS tags for both preceding and succeeding

words.

The resulting word sequences are called “modified word sequences.”

The main processing step is responsible for building a tree from analyzed sentences

including boundary markers. TDMT employs a bottom-up chart parser for this pur-

pose. Parsing ambiguity is resolved by using semantic scores of constituent patterns

[38].

5.3. Proposed Language Models

5.3.1 Modified word trigram models

A modified word trigram model is a word trigram model of a preprocessed sentence,

as shown in Figure5.3. Since boundary markers in preprocessed sentences represent

phrase boundaries, we can expect the modified trigram models to contain better struc-

tural information than the standard word n-gram models. In addition, the modified

trigram models can be considered as variable-length-unit n-gram models because units
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Extract trigram models.

<s>  I  <pronoun-verb>  

I  <pronoun-verb>  go

<pronoun-verb>  go  to

go  to  Kyoto

to  Kyoto  </s>

I  <pronoun-verb>  go  to  Kyoto.

Preprocessed sentence with boundary markers

Modified word trigram models

…. Function words or boundary markers
<s>  …. Sentence start
</s> …. Sentence end

Figure 5.3.Modified word trigram models.

76



Level 1 Word Pattern:

<verb-det>

reserve

in

a the

city

<pronoun-auxv>

I would like to

hotel room

<noun-noun>

[reserve]

[room]

[room]

[room]

[city]

Level 2 Word Pattern:

Input sentence with markers:
“I, <pronoun-auxv>, would like to, reserve, <verb-det>, 

a, hotel, <noun-noun>, room, in, the, city.”

Original sentence:
“I, would, like, to, reserve, a, hotel, room, in, the, city.”

Figure 5.4.Extraction of pattern models from a parse tree.
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of words are modified by the rules included in the preprocessing of this parser.

5.3.2 Word pattern models

Each sub-tree in these parse trees usually includes two content words and either a

function word, or a POS-bigram marker. Sub-trees that are not leaf sub-trees include

headwords instead of content words. We define these words in a sub-tree as a set of

word pattern features. If these patterns are used as models, they can represent not only

phrasal constraints, but also neighboring phrasal constraints. Because headwords are

keywords among lower sub-trees, patterns extracted from sub-trees connect headwords

to other words in the same sub-trees even if these words are not contiguous with each

other. Therefore, these pattern models can be considered as trigger models constrained

by parse trees.

Figure5.4 shows how word patterns are extracted from an English sentence. A

level 1 word pattern is defined as a set of words included in one sub-tree. The smaller

circled sub-tree in the center of the figure includes three words, “reserve,” “ < verb−
det >,” and “room.” The probability of this word set is defined asP(room|reserve, <

verb− det>). We call it a level 1 word pattern model. Since word pattern models in-

clude headwords, which in this example are “reserve,” and “room,” they can represent

relations among neighboring phrases, that is, long-distance relations among words in

original sentences. Word orders are kept in pattern models.

A level 2 word pattern is defined as a set of words included in two contiguous sub-

trees.P(city|reserve, < verb− det>, room, in) can be extracted from the larger circled

sub-trees as a level 2 word pattern. Since level 2 word patterns have longer word

sequences than level 1 word patterns, pattern models at level 2 have more constraints

than those at level 1.

Deeper level pattern models can be defined in the same manner. These pattern

models can represent relations among more words. Therefore, these pattern models can

be considered as variable-length n-gram models including long-distance dependency.

Furthermore, we define levelN pattern models as including levelN−1 pattern models.
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5.3.3 Formulation

The probability of a modified trigram model is defined as the same as that of a conven-

tional trigram model.

The probability of a word pattern model is defined as an n-gram probability,

P(hi |hi−N+1, . . . , hi−1) =
C(hi−N+1, . . . , hi−1,hi)∑
hi

C(hi−N+1, . . . , hi−1,hi)
, (5.1)

whereC(hi−N+1, . . . , hi) is the frequency of word pattern{hi−N+1, . . . , hi} with N words

in the training data. These words are not necessarily contiguous. The wordhi means

any kind of word, e.g., a content word, a headword, a function word, or a boundary

marker. The numerator is the frequency of the target pattern and the denominator is

the frequency of patterns having the same left context as the target pattern.

One word in a sentence usually has some word patterns included in the word pattern

models extracted from the training data. We define the pattern probability for the

current wordwi as follows:

Ppattern(wi |W i−1
1 ) =

1
Np

∑

wp

Ppattern(wi |wp), (5.2)

wherewp denotes a word pattern included in the word history and

W i−1
1 = {w1, w2, . . . , wi−1}. Np is the number of word patterns for the current word. This

equation means an average of probabilities.

Next, we define a probability combined with an n-gram probability with boundary

markers and a word pattern probability:

P(wi |W i−1
1 ) = λ · Ppattern(wi |W i−1

1 ) + (1− λ) · Pmod−3gram(wi |wi−2, wi−1), (5.3)

wherePpattern is a probability of word patterns defined in Equation (5.2), Pmod−3gram

is a modified word trigram probability, andλ is a constant. The word pattern models

are used only when some pattern models can be extracted from sub-trees including a

target word in a parse tree of each candidate. Although pattern models can be applied to

patterns extracted from word histories without constraints of parse trees, some pattern

models might be irrelevant to target contexts. Therefore, we use constraints of parse

trees. Furthermore, in this paper,λ for each model was set to the optimal value obtained

from experimental results.
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5.3.4 Training and recognition schemes

Figure5.5 shows training and recognition schemes. For training, first, word bigram

models are extracted from the training database. Second, modified word trigram mod-

els are extracted from the modified training database analyzed by the preprocessing

of the parser. Finally, word pattern models are extracted from the parse tree database

created by the parser.

For recognition, word bigram models are used in the first pass search. The N-best

candidates of the first pass are analyzed and parsed before the second pass search. The

analyzed candidates are used for modified word trigram model, and the parse trees of

candidates are used for word pattern models. These language models in the second pass

search rescore the original candidate sentences. The final candidates are the rescored

original sentences. The modified sentences are used in only internal calculations of the

second pass search. Therefore, the rescored original sentences were evaluated in the

next experiments.

5.4. Experiments

5.4.1 Experimental conditions

Experiments were carried out using the proposed language models for the Japanese

travel dialogues in the ATR spontaneous speech database[33]. First, we used “The

Travel Arrangement Task (TRA)” for this evaluation. For analysis conditions, the sam-

pling frequency was 16 kHz, the frame length was 20 ms, and the frame shift was 10

ms. 12 order MFCC, 12 order∆MFCC, log power, and∆ log power were used as fea-

ture parameters. Cepstrum Mean Subtraction was also used. 407 dialogues including

about 5 hours of speech were used for training acoustic models. For acoustic models,

gender dependent HMMs with 1,403 states were made by the ML-SSS algorithm[7].

The male model had five Gaussian mixtures per state and the female model had 15

mixtures. Table5.1 shows the amount of training data for language models and the

amount of test TRA data. It also includes the number of sentences before and after

preprocessing. There were some sentences that could not be parsed. Therefore, the

number of sentences were decreased. To compare our proposed models, traditional

word trigram models were applied to the second pass search. Table5.2shows the total
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Table 5.1.Text data
Training Test (TRA)

#dialogues 7,195 42

#sentences 1.20× 105 551

before processing (1.35× 106) (5,221)

#sentences 0.88× 105 551

after processing (1.13× 106 [0.16× 105]) (4,796 [674])

Vocabulary size 16,355

#kinds of markers 98

The values in ( ) are the number of words included in the sentences. The values in [ ]

are only the number of boundary markers.

number of entries for each model. These cutoff values of pattern models were decided

by the results of experiments. In the same way, almost optimalλs were used in the

following results. Since models deeper than level 7 needed much more memory, we

could only use level 1 to 7 word pattern models in the experiments.

5.4.2 Evaluation by perplexity

Table5.3shows the word and sentence perplexity for the TRA task for each language

model. The word perplexity is the perplexity per word, and the sentence perplexity

is the perplexity per sentence. Since word units are changed for the model (3) and

model (4)–(11), the word perplexity values of the models (3)–(11) cannot be com-

pared to those of both bigram models (1) and trigram models (2). Additionally, the

sentence perplexity values between models (1)–(3) before the marker insertion and

models (4)–(11) after that cannot be compared. However, they give some indications

of improvements. Modified trigram models without markers (3) had large perplex-

ity. Since the preprocessing of this parser modifies words by knowledge, analyzed

sentences include more kinds of trigrams with lower frequencies. However, after the

insertion of boundary markers, modified trigram models with markers (4) can improve

perplexity because markers work like classifiers and frequencies of trigram models are

increased. Furthermore, pattern models improved perplexity slightly.
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Table 5.2.Total number of entries
#entries Cutoff

(1) Word bigram models 3.3× 104 2

(2) Word trigram models 1.1× 105 1

(3) Modified trigram models 9.8× 104 1

without markers

(4) Modified trigram models 1.1× 105 1

with markers

(5) (4)+ Pattern (level 1) 1.6× 104 4

(6) (4)+ Pattern (level 2) 1.8× 104 7

(7) (4)+ Pattern (level 3) 6.4× 103 24

(8) (4)+ Pattern (level 4) 8.2× 103 24

(9) (4)+ Pattern (level 5) 1.4× 104 20

(10) (4)+ Pattern (level 6) 1.4× 104 21

(11) (4)+ Pattern (level 7) 1.3× 104 26

5.4.3 Evaluation by word accuracy

Table5.4shows the word accuracy for each language model. The 100-best sentences of

results by bigram models were rescored by another models. The 100-best accumulated

word accuracy was 92.37%. Modified trigram models both with and without markers

improved performance because these models use longer word units, where multiple

words are treated as one word. Modified word trigram models obtained significant

differences with less than 1% risk rate for word trigram models by the Wilcoxon signed

rank test. The improvements by word pattern models were slight against modified

trigram models. Our pattern models obtained significant differences with 12.5% risk

rate by the signed test for each word. However, the deeper level models obtained higher

accuracy. This shows that pattern models can improve performance if target sentences

have the same patterns as those included in the pattern models. These models may

obtain significant differences with lower risk rate if the large amount of data can be

used for evaluation. This task does not have particularly long utterances. The average

length of utterances in the evaluation data is 9.6 words per sentence. Pattern models

may be suitable for longer sentences. We will investigate the characteristics of pattern
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Table 5.3.Perplexity for the TRA task
Word Sentence

Language models perplexity perplexity

(1) Word bigram models 27.19 290.2

(2) Word trigram models 19.73 205.9

(3) Modified trigram models 27.73 235.2

without markers

(4) Modified trigram models 17.49 168.8

with markers

(5) (4)+ Pattern (level 1) 17.41 168.1

(6) (4)+ Pattern (level 2) 17.43 168.2

(7) (4)+ Pattern (level 3) 17.44 168.3

(8) (4)+ Pattern (level 4) 17.44 168.4

(9) (4)+ Pattern (level 5) 17.44 168.3

(10) (4)+ Pattern (level 6) 17.44 168.3

(11) (4)+ Pattern (level 7) 17.44 168.4

models in the next section.

5.5. Evaluation of Pattern Models

In the previous experiments, pattern models could obtain only slight improvements.

Word pattern models are similar to trigram models when applied to short sentences

because they have only small structures with a few sub-trees. Therefore, pattern models

can be expected to be suitable for long sentences that have a lot of sub-trees. For

evaluation of pattern models, we used another task data set whose utterances were

much longer than those of the TRA task.

5.5.1 Performance in the APP task

For the evaluation, we used “The Appointment Scheduling Task (APP),” which con-

tains dialogues to schedule a meeting and to show the way to meeting places. Table5.5
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Table 5.4.Word accuracy for the TRA task
Language models Word accuracy [%]

(1) Word bigram models 83.64

(2) Word trigram models 85.49

(3) Modified trigram models 86.56

without markers

(4) Modified trigram models 86.64

with markers

(5) (4)+ Pattern (level 1) 86.64

(6) (4)+ Pattern (level 2) 86.68

(7) (4)+ Pattern (level 3) 86.70

(8) (4)+ Pattern (level 4) 86.70

(9) (4)+ Pattern (level 5) 86.72

(10) (4)+ Pattern (level 6) 86.74

(11) (4)+ Pattern (level 7) 86.74

Table 5.5.APP Test Set
#dialogues 20

#sentences before processing 185 (3,511)

#sentences after processing185 (3,426 [474])

lists text information of the test set. The average length of sentences for the APP task

was 13.9 words. The acoustic models were trained by using the data of the APP task

including 3,631 dialogues, about 51 hours of speech. The same language models were

used as those in the previous section. The 6.7% of sentences included in the training

data belonged to the APP task. The parser that we used for extracting models was not

configured for this task.

Table5.6 shows perplexity for the APP task and Table5.7 shows word accuracy.

The 300-best sentences by bigram models were used for rescoring by another mod-

els and the 300-best accumulated word accuracy was 85.37%. Since our parser was

designed for the TRA task, our language models which employs parse trees are not

well suited for the APP task compared with trigram models. Therefore, the absolute
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Table 5.6.Perplexity for the APP task
Language models Perplexity

(1) Word bigram models 30.96

(2) Word trigram models 20.94

(4) Modified trigram models 21.78

with markers

(11) (4)+ Pattern (level 7) 21.73

Table 5.7.Word accuracy for the APP task
Language models Word accuracy [%]

(1) Word bigram models 74.96

(2) Word trigram models 78.57

(4) Modified trigram models 76.92

with markers

(11) (4)+ Pattern (level 7) 77.07

performances were not so good and conventional word trigram models obtained better

performances than our proposed method. However, the relative performance between

modified trigram models and pattern models for the APP task is similar to that for the

TRA task. Therefore, it is enough to evaluate the relative performance between these

models by using the APP task.

5.5.2 Evaluation for the length of sentences

We evaluated the performance of pattern models by comparing it to that of the modified

word trigram models with markers for the different lengths of sentences.

Perplexity improvement rates

Figures5.6and5.7show perplexity improvement rates for the TRA task and the APP

task, respectively. The horizontal axes show the number of words in one sentence. The

left vertical axes show the perplexity improvement rates from modified trigram models

with markers to level 7 word pattern models. The right vertical axes show the sentence
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Figure 5.6.Perplexity improvement rates for the TRA task.
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Figure 5.7.Perplexity improvement rates for the APP task.
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frequency rates. Some large improvements were obtained for two- to four-word-length

sentences for example, two-word-length sentences in the TRA task obtained a 43.5%

perplexity improvement rate. Since a bigram marker is dependent on POS tags of both

its preceding and succeeding words, probabilities of contiguous words around markers

usually become higher after markers are inserted. Additionally, pattern models can

give much higher probabilities if some patterns in evaluated sentences are included

in pattern models. Apart from this, small improvements were obtained for five- to

52-word-length sentences by the pattern models.

Error reduction rates

Figures5.8 and5.9 show error reduction rates for the TRA task and the APP task,

respectively. The left vertical axes show the error reduction rates and the other axes are

the same as for the perplexity improvement rates. Some improvements were obtained

for 10- to 34-word-length sentences by the pattern models. However, some decline

in performance was observed for over 34-word-length sentences. Therefore, these

results exactly show that the pattern models are more effective for long sentences, but

their models have some upper limits related to sentence length. For these results, we

performed the signed test for each word, and obtained significant differences with 6%

risk rate for 10- to 34-word-length sentences of both the TRA task and the APP task.

Using both of these data, we further obtained the significant difference with 1% risk

rate. Therefore, it can be considered that longer patterns can improve performance and

improvement rates are dependent on sentence lengths.

5.6. Evaluation of ASR Using MDL-SSS and Pattern Lan-

guage Model

In this dissertation, we propose two types of topology training for acoustic modeling

and the word pattern models extracted from parse trees for language modeling. In

this section, we will evaluate performance by combination the proposed methods, the

MDL-SSS algorithm and the word pattern language models.
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Figure 5.8.Error reduction rates for the TRA task.
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Figure 5.9.Error reduction rates for the APP task.
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5.6.1 Evaluation

To evaluate our proposed method, we tested the following four combinations:

1. Acoustic models by ML-SSS and multi-class composite bigram models.

(a) 1 and rescoring by word trigram models.

(b) 1 and rescoring by word pattern models.

2. Acoustic models by MDL-SSS and multi-class composite bigram models.

(a) 2 and rescoring by word trigram models.

(b) 2 and rescoring by word pattern models.

These combinations were evaluated in the same manner as in Chapter3.

For acoustic models, we only evaluated the MDL-SSS algorithm as a proposed

method, and the ML-SSS algorithm as a baseline method. Although the VB-SSS al-

gorithm is more effective than the MDL-SSS algorithm for small amounts of train-

ing data, our current program and algorithm of the VB-SSS have difficulty with large

amounts of training data. On the other hand, the MDL-SSS algorithm can also work

well for the training data used in this evaluation, which includes 30-hour speech data.

Additionally, we expect that both the VB-SSS and the MDL-SSS can obtain compara-

ble performance for sufficient amounts of training data.

The multi-class composite bigram model has been proposed as the language model

that can obtain almost the same performance as that by a word trigram model [34];

apparently, this language model can obtain even better performance than that by a word

bigram model. For this reason, we used the multi-class composite bigram models as

the baseline language models. These word pattern models include the modified word

trigram models and the word pattern models extracted from parse trees.

5.6.2 Experimental Conditions

These experimental conditions are almost the same as those of Section3.3.1. For the

test set, we used 42 one-side dialogs extracted from the Japanese TRA database. This

evaluation set includes about 5,000 words.
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Table 5.8.Perplexity for the TRA task by several language models used in this chapter
Word

Language models perplexity

(1) Multi-class composite bigram models 21.05

(2) Word trigram models 19.73

(3) Modified trigram models 17.49

with markers

(4) (3)+ Pattern (level 7) 17.44

First, we will describe the acoustic models. We used 26 kinds of phoneme and

one silence. A silence model with three states was built separately from the phoneme

models. The phoneme models were created in the same manner as in Section3.3.1.

In this chapter, acoustic models were generated by the ML-SSS, or MDL-SSS, and

compared. For the ML-SSS, we constructed three kinds of model with 1,000, 1,400, or

2,100 states. For the MDL-SSS, we made the model generated by usingCc = 2,Ct =

20. For the acoustic training data, both the Japanese TRA database and the BLA

database were used. The analysis conditions were a frame length of 20 ms and a frame

shift of 10 ms. Twelve-order MFCC, 12-order∆MFCC, and∆ log power were used as

feature parameters. The cepstrum mean subtraction was applied to each utterance.

Next, we will describe language models used in these experiments. For the lan-

guage training set, we employed 7,195 one-side dialogues which included 1.6 × 106

words. Multi-class composite bigram models [34] with 700 classes and 5,216 com-

posite words were used as the language models in the first pass instead of conventional

word bigram models. In the second pass, our proposed method, the word pattern mod-

els extracted from parse trees were used for rescoring. The word pattern models (level

7) were the same as those in Section5.4. The vocabulary size in the set was 27,398,

and 5,216 composite words were added to the vocabulary.

5.6.3 Experimental Results

Table 5.8 shows perplexity for each language model used in this chapter, although

these values have already been presented in the preceding chapters. The multi-class

composite bigram models obtained slightly greater perplexity than the word trigram
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models, although the multi-class composite models have some advantages for recog-

nition. The multi-class means “multi-dimensional,” and the multi-class models rep-

resent the left- and the right-context dependency. Therefore, this method can obtain

better performance than conventional single-class models. Furthermore, like the com-

posite models, this model introduces higher order word n-gram models by regarding

frequent-variable length word sequences. These word sequences are added to a lex-

icon as new entries, and those probabilities are defined by using multi-class models.

Since the increase of parameters only corresponds to unigrams of word succession,

this composite n-gram models can maintain a compact model size.

The perplexity by the modified-word trigram models was better than that for the

original word trigram models because the modified-word trigram models include word

normalization, exact segmentations, and other knowledge produced manually. The

word pattern models obtained almost the same perplexity as the modified-word trigram

models. The average frequency of applying word pattern models was 2.6 per utterance.

Since the average length of utterances was 9.6 words per utterance for this task, the

word pattern models were not so effective.

Figure5.10shows experimental results. For acoustic modeling, the ML-SSS with

1,400 states and the MDL-SSS withCc = 2,Ct = 20 obtained almost the same perfor-

mance when the multi-class composite bigram model was used as a language model in

the first pass. For rescoring by word trigram models, the ML-SSS with 1,400 states ob-

tained slightly better performance than that by the MDL-SSS. However, the MDL-SSS

usingCc = 2,Ct = 20 obtained slightly better performance without any other experi-

ments by using the word pattern models. Although the ML-SSS can obtain almost the

same performance, the number of states should be selected carefully as we described

in Chapter3. For language modeling, the word pattern models including modified-

word trigram models obtained much better performance than that by the word trigram

rescoring. The absolute improvement rate was 1.7% from the baseline, that is, the sys-

tem using the ML-SSS with 1,400 states and the multi-class composite bigram models.

The relative error reduction rate was 15%. The score of 90.46% obtained by the MDL-

SSS and the word pattern models is the best word accuracy in several evaluations of

this task from ATR-ITL for more than five years.

Additionally, we constructed an another acoustic model by the MDL-SSS algo-

rithm from the larger training database. This training data includes TRA, BLA, and
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APP databases, giving a total length of utterances of about 85 hours, which is 2.8 times

the amount of training data used in this section. The APP database includes utterances

by about 4,000 persons from all over in Japan. Many years and a much money were

needed to collect the utterances and to make transcriptions of them.

Using both this acoustic model and multi-class composite bigram models, we ob-

tained a 90.34% word accuracy rate for the same evaluation data. This performance

is almost the same as the best performance in this section, 90.46%, indicating that

it is much more important to find better ways to extract good features from existing

databases and to create models, although increasing the amount of training data is still

important to improve performance.

5.7. Summary

We proposed two new types of language model to represent phrasal structures by pat-

terns extracted from parse trees. First, modified word trigram models were proposed

that used words modified by the knowledge of the preprocessing for parsing. These

models can represent structures of phrases by using a few words including function

words, or bigram markers that denote word boundaries. Second, we proposed word

pattern models extracted from parse trees. These models can represent phrasal struc-

tures and much longer word dependency than trigram models. Experimental results

demonstrated that modified trigram models were effective and that pattern models

could improve performances slightly. Furthermore, additional results showed that pat-

tern models were more effective than trigram models for long sentences.

Finally, our proposed method, which includes both the MDL-SSS and the word

pattern model, was compared with the conventional method. The word pattern lan-

guage model obtained much better performance than the multi-class composite bigram

models. The model by the MDL-SSS was automatically obtained by using optimal

parameters, and this model performed best in this evaluation. On the other hand, for

the ML-SSS, several models should be evaluated to find the best model. Thus, the

MDL-SSS algorithm with the word pattern models can automatically obtain better

performance than the conventional method since these proposed methods can extract

more efficient models.
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Chapter 6

Conclusion

This dissertation presented two new methods for automatic topology training of acous-

tic modeling and one new method for language modeling.

First, this dissertation addressed automatic generation of acoustic models, espe-

cially criteria for splitting and stopping. To create shared-state HMMs, the Maximum

Likelihood (ML) criterion is widely used, for example, in the Decision Tree Cluster-

ing [5], or in the Successive State Splitting (SSS) algorithm [6][7]. Unfortunately, the

ML criterion suffers the over-fitting problem: likelihood usually increases, when the

parameters increase. Therefore, it is difficult to stop splitting and to find the best model

automatically. Information criteria have been used for this problem, which is referred

to as “model selection.” Although the Minimum Description Length (MDL) Criterion

has already been applied to the Decision Tree Clustering to create context-dependent

HMMs [9][10], this clustering method cannot deal with the number of states for tem-

poral direction. It can only create models with the same number of state lengths.

To create non-uniform, context-dependent HMM topologies automatically, we pro-

posed the SSS algorithm based on the MDL criterion in Chapter3. The ML-based SSS

algorithm requires both the total number of states and the maximum length of states

in each triphone as stop criteria. Although our proposed method, the MDL-SSS al-

gorithm, also needs two scaling factors, we confirmed that there are almost optimal

values and that this method can create suitable models by using these values.

Second, in Chapter4, we proposed an SSS algorithm based on the Variational

Bayesian approach. Although the MDL-SSS algorithm works well for large amounts

of training data, the MDL criterion cannot evaluate HMM structures precisely, espe-
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cially for small amounts of training data. The Variational Bayesian approach, on the

other hand, can evaluate complicated models like HMMs more precisely than usual

information criteria. We applied the VB approach to the SSS algorithm for automatic

generation of acoustic models. We defined prior and posterior probabilities for the SSS

algorithm, and derived the criterion as splitting and stopping, and the VB-SSS algo-

rithm obtained more efficient models than those by the ML-SSS algorithm. We also

applied the VB approach to create Gaussian mixture HMMs for topologies obtained

by the VB-SSS algorithm. This method automatically obtained smaller models than

those by the method based on ML estimation.

Changing the subject to language modeling, although word n-gram models are

widely used, they can only represent local constraints; sentences usually have partial

relations among words. To utilize such sentence structures, the Structured Language

Model (SLM) has been proposed in [19][20]. This model uses a stochastic parser as

one of the language models, and it requires a large amount of parse trees and is very

strict on sentence structure. To improve language models at the point of model struc-

tures by employing sentence structure, in Chapter5, we proposed word pattern models

extracted from parse trees. The proposed method includes modified word trigram mod-

els that used words modified by the knowledge of the preprocessing for parsing, and

word patterns extracted from parse trees. The modified word trigram models can rep-

resent structures of phrases by using a few words including function words, or bigram

markers that denote word boundaries. The word pattern models extracted from parse

trees can represent phrasal structures and much longer word dependency than trigram

models. Experimental results demonstrated that modified trigram models were effec-

tive and that pattern models could marginally improve performances. Furthermore, the

word pattern models were more effective for long sentences than trigram models.

Additionally, in Section5.6, we evaluated a combinations of our proposed meth-

ods, the MDL-SSS algorithm and the word pattern models. The word pattern language

model obtained much better performance than the multi-class composite bigram mod-

els as one example of a conventional method. The model by the MDL-SSS was au-

tomatically obtained by using optimal parameters, and this model performed best in

this evaluation. In fact, we obtained better performance by using both the MDL-SSS

algorithm and the word pattern models.
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Here, we will provide suggestions for future research related to issues discussed in

this dissertation.

For automatic generation method of acoustic models, in this thesis we only pro-

posed topology training methods to create single Gaussian HMMs and a method to

increase mixture components after topology training. Methods that can automatically

create Gaussian mixture HMMs are required, since conventional topology training

methods can only create single Gaussian HMMs. It is difficult to find the best combina-

tion of both the number of states and the number of mixture components automatically.

This may well prove to be a challenging issue.

We only focused on standard HMMs with phoneme-contextual dependency and

temporal duration dependency, and some novel methods are still needed to create mod-

els automatically if one makes a new type of model that includes some new features.

These days, many types of Bayesian network are applied to acoustic models, and such

models also need automatic generation methods.

There is a large variety of speech corpora, for example, phonetically balanced

sentences, speech read from newspapers, conversational speech, and lecture speech,

though acoustic models are usually created for specific tasks from the same database.

To utilize many kinds of database sufficiently, automatic generation methods of acous-

tic models are needed. Such methods should be able to extract a lot of acoustical

features from databases automatically.

Our proposed methods only aim at acoustic modeling, but similar methods may

be developed for language modeling. A method to find the best combination both of

acoustic models and language models may be possible in future.

Additionally, we applied the VB approach to topology training. The VB approach

was used for the split criterion, the stop criterion, and the parameter estimation method.

Models derived by the VB approach are those based on the Bayesian learning, and

such models should be investigated in greater depth. Also, the VB approach is more

effective for small amounts of data than the ML estimation. Therefore, this approach

can be used for speaker adaptation like the method proposed by Watanabe et al. [39].

The VB approach’s value is that it can be applied to many kinds of adaptation method.

For language modeling, we proposed the modified word trigram models and the

word pattern models extracted from parse trees. They can represent both phrasal struc-

tures and long-distance dependencies. However, SLMs require many parse trees, while
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our proposed method also requires knowledge constructed manually. In our labs., that

knowledge has been produced for machine translation for many years, but it is strongly

dependent on the ATR travel-arrangement task. SLMs need some common databases

that everyone can use, or some method that can extract such information automati-

cally, and such databases require a lot of human power and time. For this reason,

many groups should collaborate to produce some common databases that include a lot

of parse trees for large amounts of text, and should open them for everyone to share,

especially since computer processing power continually increasing, as is the amount

of storage available. Therefore, much larger databases can be used and are certainly

needed.

The more advanced language models should deal with local relations among words,

distance relations, sentence structures, semantic relations, and so on. Additionally,

some methods are needed to combine many kinds of language model. Since com-

puter resources are constantly improving, models should use many language features

as possible.
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Appendix A

Definitions for the VB-SSS Algorithm

A.1. Objective Function of the VB-SSS Algorithm

The objective function can be written from Eq. (4.11) as follows.

Fm = F12 +

Ns∑

i=1

{
F341({ai j }Na

j=1) + F342(µi ,Σi) + F343(Σi)
}
, (A.1)

whereF12 is the combination of the first term and the second term of Eq. (4.11). F341,

F342, andF343 are derived from the third term and the fourth term. For the statei,

F341({ai j }Na
j=1), F342(µi ,Σi), andF343(Σi) are the terms related to the transition proba-

bilities, both the mean vector and the covariance matrix, and the covariance matrix,

respectively.

The first term and the second term can be calculated as follows.

F12 =

∫
q(Z)q(Θ) ln

T∏

t=1

p(o, zt|Θ)dΘ −
∫

q(Z) ln q(Z)dZ

=

T∑

t=1

∫
q(Z)dZ{< ln p(o, zt|Θ) >q(Θ) − ln q(zt)}

=

T∑

t=1

ln
Ns∑

i=1

Na∑

j=1

exp(γt
i j ). (A.2)

The distribution of parameters is factorized as
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p(θ) =
∏Ns

i=1 p({ai j }Na
j=1)p(µi |Σi)p(Σi). Therefore, the third term is

F3 =

∫
q(Θ) ln q(Θ)dΘ

=

Ns∑

i=1

{∫
q({ai j }Na

j=1) ln q({ai j }Na
j=1)d{ai j }Na

j=1

+

∫
q(µi |Σi)q(Σi) ln q(µi |Σi)dµidΣi +

∫
q(Σi) ln q(Σi)dΣi

}
, (A.3)

and the fourth term is

F4 =

∫
q(Θ) ln p(Θ)dΘ

=

Ns∑

i=1

{∫
q({ai j }Na

j=1) ln p({ai j }Na
j=1)d{ai j }Na

j=1

+

∫
q(µi |Σi)q(Σi) ln p(µi |Σi)dµidΣi +

∫
q(Σi) ln p(Σi)dΣi

}
. (A.4)

The first term with the statei related to transition probabilities is as follows.

F31({ai j }Na
j=1) =

∫
D({ai j }Na

j=1; {φi j }Na
j=1) lnD({ai j }Na

j=1; {φi j }Na
j=1)dai j

= ln Γ


Na∑

j=1

φi j

 −
Na∑

j=1

ln Γ(φi j ) +

Na∑

j=1

(φi j − 1)

Ψ(φi j ) − Ψ


Na∑

j=1

φi j


 ,

(A.5)

F41({ai j }Na
j=1) =

∫
D({ai j }Na

j=1; {φi j }Na
j=1) lnD({ai j }Na

j=1; φ0)dai j

= ln Γ (Naφ0) − Na ln Γ(φ0) + (φ0 − 1)
Na∑

j=1

Ψ(φi j ) − Ψ


Na∑

j=1

φi j


 . (A.6)

The free energy related to the transition probabilities is

F341({ai j }Na
j=1) = −F31({ai j }Na

j=1) + F41({ai j }Na
j=1)

= ln Γ (Naφ0) − ln Γ(
Na∑

j=1

φi j ) +

Na∑

j=1

ln Γ(φi j ) − Na ln Γ(φ0)

+

Na∑

j=1

(φ0 − φi j )

Ψ(φi j ) − Ψ


Na∑

j=1

φi j


 . (A.7)
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The second term in the left side of Eq. (A.3) is

F32(µi ,Σi) =

∫
q(µi |Σi)q(Σi) ln q(µi |Σi)dµidΣi

= −D
2

ln 2π +
1
2

ln ξi +
D
2

Ψ

(
ηi

2

)
− 1

2

D∑

k=1

ln

(
bik

2

)
− ηi

2(ηi − D − 1)
, (A.8)

and the second term in the left side of Eq. (A.4) is

F42(µi ,Σi) =

∫
q(µi |Σi)q(Σi) ln p(µi |Σi)dµidΣi

= −D
2

ln 2π +
1
2

ln ξ0 +
D
2

Ψ

(
η0

2

)
− 1

2

D∑

k=1

ln

(
b0k

2

)
− η0

2(η0 − D − 1)
. (A.9)

The energy related to both mean vectors and covariance matrices is

F342(µi ,Σi) =
1
2

ln
ξ0

ξi
+

D
2

{
Ψ

(
η0

2

)
− Ψ

(
ηi

2

)}

− 1
2

D∑

k=1

ln

(
b0k

bik

)
− η0

2(η0 − D − 1)
+

ηi

2(ηi − D − 1)
. (A.10)

The third term in the left side of Eq. (A.3) is

F33(Σi) =

∫
q(Σi) ln q(Σi)dΣi

=

D∑

k=1

∫
G(σ−1

ik ;
ηi

2
,
bik

2
) lnG(σ−1

ik ;
ηi

2
,
bik

2
)dσik

= D
{(
ηi

2
− 1

)
Ψ

(
ηi

2

)
− ln Γ

(
ηi

2

)
− ηi

2

}
+

D∑

k=1

ln

(
bik

2

)
, (A.11)

and the third term in the left side of Eq. (A.4) is

F43(Σi) =

∫
q(Σi) ln p(Σi)dΣi

=

D∑

k=1

∫
G(σ−1

ik ;
ηi

2
,
bik

2
) lnG(σ−1

ik ;
η0

2
,
b0k

2
)dσik

= D
{(
η0

2
− 1

)
Ψ

(
ηi

2

)
− ln Γ

(
η0

2

)}

+

D∑

k=1

{
η0

2
ln

(
b0k

bik

)
+ ln

(
bik

2

)
− ηib0k

2bik

}
. (A.12)
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The energy related to only covariance matrices is

F343(Σi) = D
{
η0 − ηi

2
Ψ

(
ηi

2

)
− ln Γ

(
η0

2

)
+ ln Γ

(
ηi

2

)
+
ηi

2

}

+
1
2

D∑

k=1

{
η0 ln

(
b0k

bik

)
− ηib0k

bik

}
. (A.13)
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