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DESIGN AND ANALYSIS OF FIELDBUS CONTROL SYSTEM∗ 
 

Yan-bin Pang 
 

Abstract 
 

A Fieldbus Control System (FCS) is a distributed system composed of field devices and 
control and monitoring equipments and it is integrated into the physical environment of a 
plant or factory. The FCS is increasingly being used in the automation arena because of the 
advantages of the fieldbus. In recent years, more than 50 different names of available 
fieldbuses have emerged. However, research works for the FCS lag far behind their current 
practice. This thesis investigates several important issues of the FCS.  

In Chapter 1, differences between the FCS and a conventional control system are 
summarized, and related researches are reviewed with focus on timing analysis, evaluation, 
control algorithms, modeling and simulation, development and applications. Chapter 2 
presents models of different fieldbus protocols from basic to complete ones to lay 
fundamentals for this study. The main fieldbuses are introduced briefly and their 
characteristics are discussed. The fieldbus medium access control mechanism is also 
discussed. As a result, several classification methods of fieldbuses are proposed.  

In Chapter 3, the timing characteristics of the FCS are analyzed in details. The control 
period of a control loop in the FCS is formulated and analyzed. The stability condition for 
normal operation of the fieldbus control loop is derived. The analysis and experimental results 
show that the execution time and the margin time are dominant in a control period, whereas 
the communication time is secondary. It is also shown that the execution time of function 
blocks depend on the configuration of application software. The effects of the communication 
time, the computation time, and the jitter of control period on the control performance are 
evaluated.  

In Chapter 4, a complete set of evaluation indices is proposed from the user point of view 
by analyzing the requirements of data communication and installation environment for 
fieldbuses. As a case study, experimental and simulation results for FOUNDATION Fieldbus 
are presented. A general procedure with a complete set of detailed indices for selecting a 
fieldbus system is also proposed. 

Chapter 5 considers how to overcome bad effects caused by the delays of communication 
and computation time, and the jitter of control period. A modified PID (Proportional- 
Integral-Derivative) control algorithm and a predictive control algorithm are applied and the 
effectiveness of these algorithms are analyzed and verified by simulation study.  

Chapter 6 proposes an object-oriented, hierarchical, and hybrid modeling approach for the 
FCS development. Based on this approach, a simulation platform for the FCS including 
fieldbus devices, fieldbus segments and the plant is developed using the Matlab environment. 
                                                        
∗ Doctoral Thesis, Department of Information Systems, Graduate School of Information Science, Nara 
Institute of Science and Technology, NAIST-IS-DT 361040, July 5, 2004. 



 

ii 

In this simulation, both computation times of application software and communication delays 
are considered at the same time. Also both the control and the communication performances 
are evaluated through simulation runs. Chapter 7 illustrates the development of two fieldbus 
systems by describing both the hardware and software of the system. The contributions of this 
thesis are summarized with directions for future work in Chapter 8. 
 
Keywords: Fieldbus, Networked control system, Timing analysis, Control algorithm, 
Modeling and Simulation, Evaluation 
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Chapter 1 

Introduction 

1.1 Motivation 
A fieldbus is a real-time local area network dedicated to connect all kinds of field devices, 

such as sensors, controllers, actuators, display terminals, and workstations. A Fieldbus Control 
System (FCS) is a distributed system composed of field devices and control and monitoring 
equipments and it is integrated into the physical environment of a plant or factory. Fieldbus 
devices work together to provide I/O (Input/Output) and control for automated processes and 
operations. Fieldbus systems may operate in manufacturing and process control environments 
that include intrinsic safety requirements. In these environments, devices operate with limited 
memory and processing power and with networks that have low bandwidth (Fieldbus Foundation, 
1996). Since the first research in the early 1980’s, fieldbuses have grown to maturity with 
numerous solutions available. At present, there are more than 50 different names (Thomesse, 
1999) of available fieldbuses such as FOUNDATION Fieldbus, Profibus, InterBus, WorldFIP, 
LonWorks, CAN, DeviceNet, SwiftNet, P-Net and so on. The advantages of using a fieldbus are 
obvious, namely a reduction in the amount and cost of cabling and in the installation, operation 
and maintenance costs of industrial plants, better interchangeability of measurement and control 
signals, truly distributed control, and prompt information on field device fault diagnosis. In the 
field of automation, there has been a trend away from centralized to distributed for control and 
from analog to digital for instrumentation. The fieldbus is the only technology doing this. 
Therefore, fieldbuses based products have been increasingly used in various areas. In 
automobiles, a fieldbus has to manage the communication of about one hundred nodes. In 
building automation systems, more than 10,000 nodes are connected by the fieldbus. In China, a 
large scale of petrochemical enterprise is being built, where about 25,000 fieldbus devices 
including transmitters and actuators are used. Fieldbuses are bringing many new things including 
benefits and challenges to measurement and control.  

 

Controller 

Sensor Actuator 

Fieldbus

Plant 

Figure 1.1: Schematic diagram of a fieldbus control system 
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As shown in Figure 1.1, what differentiates a fieldbus control system from a conventional 
control system is the presence of a communication fieldbus. The insertion of the fieldbus in the 
feedback control loop brings many features to FCS and makes it different from conventional 
control systems as follows (Cavalieri, 1996; Thiele, et al., 1999): 

 Different system features 
At the system level, a fieldbus control system can provide a mechanism that allows 

distributed computation, communication and control to be integrated into a seamless process. It 
is a representation of ubiquitous computing at the lower field devices level. It is a hybrid system 
because the signals of analog and digital, continuous and discrete, data value and event coexist in 
the system. From the communication and software points of view, it is also a network and 
real-time multitask system.  

 Different devices  
We consider the sensor or transmitter, actuator, and controller as discrete devices. The 

devices in a fieldbus control system all have two important capabilities, namely the computing 
capability and the communicating capability, which give the devices more functions and make 
them more intelligent.  

 Different information 
In the classical control system, the information content that flows unidirectionally among 

the sensor or transmitter, actuator, controller, and plant is only control dependent, whereas the 
information content that flows bi-directionally in a fieldbus control system is richer, such as 
diagnosis and management information.  

 Different services 
Based on the capabilities of distributed computation and communication, more services can 

be provided in a fieldbus control system, such as functionally and spatially distributed and 
switched measurement and control algorithms, diagnostic and management services, and beyond 
the general measurement and control services. 

All of these differences make it difficult to study the issues of a fieldbus measurement and 
control system. Like the history of communication, the researches on the fieldbus control 
systems have lagged behind the rapid increment of their applications. In the past decade, most 
researches only focus on the fieldbus itself and many achievements have been made. Although a 
lot of the problems on fieldbus itself have been solved, none of the existing solutions may claim 
universality, and many interdiscipline issues, such as the fieldbus evaluation, cross influence 
between the fieldbus and control applications, and analysis and design methodology in the 
environment of the fieldbus, deserve research. 

Although IEC (International Electrotechnical Commission) approved the IEC 61158 proposal 
for an international fieldbus standard at the end of 1999, the standard actually comprises eight 
different fieldbus protocols. Apart from IEC standard, there are many other standards of fieldbus 
protocols, which have also achieved success on market. Consequently, the fieldbus confusion to 
users still exists. Facing so many types of fieldbuses, the developers and users of fieldbus based 
products need to evaluate the fieldbuses. On the other hand, the QoSs (Quality of Services) of the 
fieldbuses are essential to guarantee the performance of the applications. Therefore, methods to 
evaluate the fieldbuses need to be researched.  

For a fieldbus control system, a time-delay is inevitably introduced into the closed control 
loop from the control point of view. In order to analyze and reduce the fieldbus delay, the timing 
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characteristic of fieldbus communication and the cross influence between the fieldbus and a 
control application must be investigated. In addition, new control algorithms, which are suitable 
for the fieldbus devices and system, should be investigated to overcome the specific problems in 
the fieldbus control system, such as the time-varying delays caused by communication and 
computation.  

The methods to model and simulate the fieldbus devices and systems need to be researched 
in order to analyze, evaluate, design and apply the fieldbus devices and systems better. General 
principles and techniques for designing, implementing, and applying the fieldbus devices and 
systems are also important issues for the developers and users of fieldbus based products. 
 

1.2 Related work 
 

We briefly summarize previous work related with the following issues of fieldbus, namely 
the timing analysis, evaluation, control algorithms, modeling and simulation, development and 
applications.  
 
1.2.1 Timing analysis of fieldbus control system 
 

Several papers have analyzed the temporal characteristics of various fieldbuses. By Lian 
(2001), the timing components during data transfer are analyzed according to the communication 
protocol model of a network. By Tovar et al. (2002), a P-NET fieldbus timing analysis model is 
proposed. For the civil aircraft avionic databus standard ARINC 629, the timing analysis has 
been done by Audsley and Grigg (1997). The message response time of the CAN (Controller 
Area Network) is calculated by Tindell et al. (1995). To verify the end-to-end response times for 
distributed hard-real time systems, the scheduling analysis is done by Henderson et al. (2001) by 
considering both task processing and message communication. Although much work has been 
done for the timing analysis of some specific fieldbuses, the results focus on only the 
communication of the fieldbus, and there is a lack of the timing analysis from the fieldbus 
system perspective, which will involve some factors related with applications, such as the 
computation times and the configurations of applications, except the communication times. 
 

1.2.2 Fieldbus evaluation 
 

Issues surrounding the evaluation of fieldbus have been studied in the literature. The message 
scheduling and delay evaluation are made by Blum and Juanole (1999) by using stochastic time 
Petri nets. A QoS architecture for a client-server model is presented by Angel and Chavez (2001). 
However, the important QoSs which should be included in the fieldbuses is not discussed. In the 
study of Sempere et al. (1999), three performance indices, namely utilization, throughput, and 
mean response time are used to evaluate two interconnection strategies, and the Petri nets based 
language SAN is used to model a fieldbus gateway. The formulae to evaluate the upper bound of 
the end-to-end communication delay in P-NET messages are provided by Tovar et al. (1999). To 
evaluate the reliability of the fieldbus, by considering the transmission errors in the applications 
because of the disturbances, the concept of worst-case deadline failure probability is introduced 
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in the study of Navet et al. (2000). The guidelines and general procedure for selecting a fieldbus 
are presented by Farsi and Barbosa (2000). In addition, many issues for fieldbus characteristics, 
such as network layout, maximum distance, simplicity and flexibility in network configuration, 
product availability and openness, interoperability, speed, medium access capability, and 
configuration possibility, are mentioned. Two general categories of the fieldbus system selection 
criteria, including technical data and strategic criteria, are classified. However, the concrete and 
complete criteria and their determining methods are not given. The model-based evaluation and 
prototype-based evaluation are used to validate the in-vehicle real-time applications (Navet and 
Song, 2001). Despite the work mentioned above, a complete set of evaluation criteria and 
methodology should be studied from both the communication capability of fieldbus and the 
application support of system.  
 

1.2.3 Control algorithms 
 

Many researchers (Sawamura et al., 2002; Walsh et al., 2002; Beldiman and Walsh, 2000; 
Park and Huh, 2000) have proposed various design and delay compensation methods for 
networked control systems. However, although the FCS is a kind of networked control systems, 
these results are not appropriate to the FCS because of its specific features that include the low 
computing capability of the fieldbus devices and a different delay modeling method. Therefore, 
specific control algorithms used in the fieldbus devices are required. There is a lack of such 
research work to our best knowledge. 
 

1.2.4 Modeling and simulation  
 

Hong and Lee (1996) modeled the logical behavior of a simplified data link layer protocol of 
IEC/ISA (Instrumentation Society of America) fieldbus by using Petri net. The network-induced 
delay in the data link layer of the IEC/ISA fieldbus is evaluated. For the IEC/ISA fieldbus, the 
discrete-event simulation model of the data link layer is developed by Hong and Ko (1998). The 
Petri nets based language SAN is used by Sempere et al. (1999) to model a fieldbus gateway. To 
specify and simulate the PROFIBUS-DP and FIP network, the Estelle is extended with time and 
used by Hohwiller and Wendling (2000) as well as Barretto, et al. (1990) as a general modeling 
and simulation language. The fieldbus applications are simulated with DRUGH simulator (Raja, 
et al., 1995). In the study of Sevillano et al. (1998), a model for the analysis of the CAN protocol 
is presented. The model can help to obtain some useful results for the design of CAN-based 
systems. A simulation research of the CAN application in a tractor is carried out by Hofstee and 
Goense (1997, 1999). Much work of fieldbus modeling and simulation was done for the fieldbus 
validation and evaluation by considering only logical behavior but not timing behavior. Also, 
there is a lack of investigation for the applications related to modeling and simulation. 
 

1.2.5 Development and applications of fieldbus devices and control system 
 
   Today, we are at a milestone in the continuing evolution of field instrumentation technology. 
The process industry is moving from the analog transmission of data to the use of digital 
communication technology (Lindner, 1990). Advantages of fieldbus are introduced by Zech 



 

5 

(1995). The fieldbus is considered as one of low cost automation techniques (Boettcher and 
Traenkler, 1990). The fieldbus has been the foundation for field control systems (Andrew, 1994). 
In recent years, in the field of real-time instrumentation and process control, there has been a 
trend away from centralized control system. Distributed control by using fieldbus technology is 
only the first step to application of intelligence in the field devices (Mahalik and Moore, 1997). 
Therefore, a lot of researches have been done for the development and applications of fieldbus 
devices and control system. With the development of a CAN fieldbus system, the issues of the 
analysis and design tools for a fieldbus system are discussed by Rodd et al. (1998). The sensor 
node and the network system based on LonWorks technology are introduced by Pang et al. 
(1999). A fieldbus solution that meets the user requirements for interoperability and functionality 
is described by Glanzer and Cianfrani (1996). In the study of Blevins et al. (1996) and Li et al 
(1999), some of the technical challenges of integrating fieldbus into existing DCSs (Distributed 
Control Systems) are discussed, and three approaches to fieldbus integration are examined from 
the standpoint of impact on the existing DCS and effective use of fieldbus technology. Three 
applications of the fieldbus approach in the implementation of a local control network are 
described by Lenhart (1994). The fieldbus-based design and development methodology in order 
to build a real-time industrial distributed control system is highlighted, and a case study with the 
LonWorks technology is presented by Mahalik and Moore (1997). An intelligent actuator is 
developed using LONWORK neuron chips by Xie et al. (1998). An approach to designing the 
intelligent sensor based on fieldbus is presented by Tian et al. (2000). An application of 
LonWorks control networks for production line automation is studied by Mahalik and Lee (2002). 
All in all, the development and applications of fieldbus devices and control system have been a 
continuing research topic because of different application specifics.  
 

1.3 Research contributions 
 

 Timing analysis for the FCS 
The timing characteristics of the FCS are analyzed in details. The control period in the FCS 

for a control loop is formulated and analyzed. The stability condition for normal operation of the 
fieldbus control loop is obtained. The effects of communication times, computation times, and 
the jitter of control period on the performance of control are researched by evaluating the 
performance criteria IAE (Integral of Absolute Error) and ITAE (Integral of Time multiplied by 
Absolute Error), the overshoot, and the settling time based on the simulation results. The 
increases of communication times, computation times, and the jitter of control period will 
worsen the control performance. The different delay components are commutative for a given 
control period from the control point of view. There are upper bounds for the delays of 
communication time, computation time, and the jitter of control period, respectively, for a given 
performance criteria. In the extreme case, the fieldbus control system will become unstable if the 
delays of these times and the jitter exceed the upper bound. 

 Evaluation of fieldbuses 
The requirements of data communication and installation environment for fieldbuses are 

analyzed from user standpoint. After that, a complete set of evaluation indices is proposed. A 
general procedure and a complete set of detailed indices for selecting a fieldbus system are also 
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proposed. As a case study, the experimental and simulation results for FOUNDATION Fieldbus 
were presented. Both experimental and simulation conclusions conform to those obtained by 
analyzing the mechanism of FOUNDATION Fieldbus protocol. 

 Novel control algorithms for fieldbus devices 
To overcome the bad effects caused by the delays of communication time, computation time, 

and the jitter of control period, and to guarantee the control performance of FCS, two approaches 
can be considered. One is to reduce the dominant delays, i.e. computation times in the control 
period. Accordingly, a parallel computation method is proposed. The other is to design specific 
control algorithms for FCS. Therefore, a modified PID (Proportional-Integral-Derivative) control 
algorithm and a model predictive control algorithm are proposed to overcome the effects of the 
delays and the jitter on the control performance. The simulation results show that the modified 
PID control algorithm works well for the common process having the first-order model with 
dead time. This implies that the stability of the fieldbus control loop can be assured under the 
unpredictable and varying time delays caused by the fieldbus. The simulation results also tell us 
the fact that the delay of the plant and the delay of the communication and computation are not 
commutative. The predictive control algorithm can give better control performance if the plant 
model is obtainable and the jitter range of the control period is small.  

 Modeling and Simulation methods of the FCS  
An object-oriented, hierarchical, and hybrid modeling approach is proposed for the FCS. 

Based on this approach and the detailed analysis of the FCS principles, the simulation models for 
the FCS including the fieldbus devices, fieldbus segment and the plant are developed using the 
Matlab environment. Both the application computation and the communication are considered in 
the models at the same time. It provides us a good platform to study the FCS. 

 Development and applications of fieldbus sensor and control systems  
Finally, two fieldbus systems are successfully developed and put into practical applications. 

The development procedure is illustrated by describing the hardware and the software of the 
systems. 
 

1.4 Outline of the thesis 
 

This thesis is divided into eight chapters. Chapter 1 introduces the fieldbus research issues 
and provides a brief overview of related work. Chapter 2 introduces the fieldbus technology. We 
provide an overview of main fieldbuses. The fieldbus protocol models and the medium access 
control mechanisms are introduced and discussed. Four methods to classify the fieldbuses are 
proposed. In Chapter 3, we will analyze the message transfer mechanisms. A methodology to do 
timing analysis of the fieldbus is proposed. The influence of time delay on control performance 
is analyzed. In Chapter 4, we consider the performance evaluation of fieldbuses. The control 
algorithms used in the fieldbus devices are addressed in Chapter 5. In Chapter 6, the methods to 
model and simulate the fieldbus control system are presented. Chapter 7 presents development 
and applications of the fieldbus sensor and control systems. Finally, in Chapter 8, we summarize 
the contributions of this thesis. In addition, some directions for future work are given. 
 



 

7 

Chapter 2 

Fieldbus Technology 

2.1 Introduction 
 

Until now, there is no standard definition for a ‘fieldbus’. Nevertheless, the following 
definition is commonly acceptable. A fieldbus is a real-time data communication network 
dedicated to connect all kinds of “field” equipment, such as sensors, controllers, actuators, display 
terminals in an automation system. As show in Figure 2.1, the fieldbus environment is the base 
level group of digital networks in the hierarchy of plant networks. The communication networks 
with fieldbuses now sustain the new industrial infrastructure. 

 

 

A large number of different fieldbus protocols have emerged since the eraly 1980s. Thomesse 
(1998) gives a detailed review for the history of the fieldbuses. The fieldbus, as a dedicated 
network, has some differences listed in Table 2.1 from other general networks. These differences 
can answer why Ethernet is not used as the fieldbus. Ethernet cannot satisfy the requirements in 
real-time, medium length, bus powered, and operating environment. A perspective on Ethernet – 
TCP/IP as a fieldbus is discussed by Decotignie (2001).  
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Figure 2.1: Hierarchy of plant networks (Fieldbus Foundation, 1998) 
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Table 2.1: Differences between fieldbus and other general networks 
Differences Fieldbus Other network (LAN) 
Typical application Measurement and control office, Management 
Typical user data Small,  

variables, messages <100 bytes
Large,  
files>1kbyte 

Typical reaction time Rapid, <1s Slow, >1s 
Typical type of node  controllers, sensors, actuators computers, printers 
Real-time requirement Yes No 
Operating environment hazardous  safe 

Bus powered Possibly required Not required 
Data transmission rate Low, <5Mbps High, >10Mbps 
Medium length  Long, ≈1000 meters Short, ≈100 meters 
Cost Low High 

 
In this chapter, we first introduce different protocol models of fieldbuses, and each layer of the 

protocol model is described. Then we introduce the main fieldbuses, which are commonly used in 
practice. A detailed discussion of the typical medium access control (MAC) methods for 
fieldbuses is provided. According to the classifying methods proposed, the main fieldbuses are 
classified. 
 

2.2 Fieldbus protocol model 
 

Understanding the architecture model of fieldbus communication protocol (Patzke, 1998) is 
the fundamental to research a fieldbus. Despite the types of fieldbuses, almost all of the fieldbuses 
have similar communication architectures because they all take the 7-layer ISO/OSI (Open 
Systems Interconnection) reference model as a reference, which was devised by the International 
Standards Organization (ISO) to support the development and implementation of open 
communication protocols. In the layered model, each layer is used by the layer immediately above 
it, and using the services of the layer immediately below. All fieldbus protocols only have a 
reduced layers model, which may have two, three or four layers depending on the fieldbus type 
except that the LonWorks fieldbus claims to have all seven layers of the reference model. The 
content and technique contained in each layer of the model depend on a specific fieldbus, and are 
various even if two fieldbuses have the same number of layers. 

 
2.2.1 Basic fieldbus protocol 

 
If a fieldbus protocol only has the lower two layers of the 7-layer ISO/OSI reference model, i.e. 

physical layer and data link layer, we call it the “basic fieldbus protocol” because any fieldbus 
protocol needs these two layers. The model of the basic fieldbus protocol is shown in Figure 2.2. 
This protocol is considered as a network protocol only for simplifying wiring between devices or 
for providing the base of networked applications. Higher layer is often needed to support more 
data transmission services in order to meet the requirements of complex applications. The CAN 
fieldbus discussed in the following section is an example of the basic fieldbus protocol.  
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    The functions of the physical and data link layers are briefly described in the following: 

 Physical layer 
The fieldbus physical layer receives messages from the upper layer of data link and converts 
the messages into physical signals on the fieldbus transmission medium and vice-versa. It is 
composed of the physical medium and the signaling protocol used to transmit data. Physical 
layer protocols provide the data link layer protocol with ability to send and receive data. 
Concretely, this layer performs data encoding and decoding operations, generates control 
signals for proper operation of the Data Link Layer, and defines the medium and physical 
connections to it. 

 Data link layer 
This layer is to deal with data transmission error detection, data framing and deframing. It 
also deals with link management and medium access control. From the timing point of view, 
the medium access control is very important because the physical medium is shared by many 
competitive communication tasks. Medium access control will be discussed in Section 2.4. 
 

2.2.2 Common fieldbus protocol 
 

Most of the fieldbuses protocols have a common fieldbus protocol that has three layers of the 
7-layer ISO/OSI reference model: physical layer, data link layer, and application layer. The model 
of a common fieldbus protocol is shown in Figure 2.3. An application layer is defined based on the 
basic fieldbus protocol. In general, this layer provides all services required for transmitting and 
receiving messages and support of the application process, which can satisfy requirements of most 
user applications. The profiles over the application layer sometimes are necessary to support the 
compatibility and the interoperability for distributed and complex user applications. 

 

 
2.2.3 Complete fieldbus protocol 

 

Data link layer 

Physical layer 

Figure 2.3: Model of common fieldbus protocol 

Application layer 

Data link layer 

Physical layer 

Figure 2.2: Model of basic fieldbus protocol 
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The complex type of fieldbus has a model with four layers and two management blocks of 
network and system as shown in Figure 2.4. We call it complete fieldbus protocol because almost 
all of the requirements for distributed and complex user applications has been considered and 
supported in the model. The user layer and the two blocks added based on the common fieldbus 
protocol are briefly described in the following. The Foundation Fieldbus introduced later has such 
complete fieldbus protocol.  

 User layer 
User layer mainly includes the computation tasks that implement user application. 

 System management 
System management is used to coordinate operation of various devices in a distributed 
fieldbus system.  

 Network management 
Network management supports communication configuration management, performance 

management of device communications and fault management. 
 
 

 
 
 
 
 
    
 
 
 
 

2.3 Main fieldbuses  
 
   There are many fieldbuses in use. Although international standardization effort has been done, 
a single standard fieldbus protocol is not achieved. Each fieldbus protocol has its characteristic 
and a particular application area. Several important fieldbus protocols are introduced in the 
following. We only introduce the low speed fieldbuses (<500 kbit/s), and not the high speed 
fieldbuses such as the ControlNet and FOUNDATION Fieldbus HSE, which are not used in the 
simple field device level. 
 

2.3.1 FOUNDATION Fieldbus 
 

The FOUNDATION Fieldbus is developed by the fieldbus Foundation, which is an 
independent organization to complete development of a single, open, international, and 
interoperable fieldbus. The FOUNDATION Fieldbus technology is based on the work of the 
International Electrotechnical Commission (IEC) and ISA (Instrument Society of America). The 
FOUNDATION Fieldbus protocol has a complete fieldbus protocol shown in Figure 2.4, and is a 
subset of the international standard IEC 61158. This technology consists of the physical layer, the 

Physical Layer 

Data Link Layer 

Application 
Layer 

 
System 

Management 

User 
Layer 

Figure 2.4: Model of complete fieldbus protocol 
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communication “stack”, and the user application (Fieldbus Foundation, 1996, 1998).  
In the physical layer, signals are encoded using the well-known Manchester Biphase-L 

technique. The signal is called “synchronous serial” because the clock information is embedded in 
the serial data stream. Its transmission rate is 31.25 kbit/s. This low speed may be a disadvantage 
of FOUNDATION Fieldbus. The FOUNDATION Fieldbus devices can be powered directly from 
the fieldbus. This supports intrinsically safe fieldbus with bus-powered devices, which are 
required in the hazardous area. This is one of the FOUNDATION Fieldbus features. The number 
of devices on the FOUNDATION Fieldbus is up to 32, the maximum length of the fieldbus is 
1900 m. It supports the topology of bus / tree. 

The communication stack of the FOUNDATION Fieldbus includes data link layer and 
application layer. The application layer is further composed of two sub-layers: fieldbus message 
sub-layer (FMS) and fieldbus access sub-layer (FAS). The FMS provides communication services 
to fieldbus application processes, system management application processes, and network 
management application processes. The FAS provides different types of communication channels, 
called Virtual Communication Relationships (VCRs).  

The data link layer (DLL) provides system management and FAS access to the fieldbus 
medium for transferring messages between applications. The data link layer is divided into two 
levels of operation, one to provide access to the bus, and the other to control data transfer between 
data link users. The FOUNDATION Fieldbus provides three DLL mechanisms for transferring 
data, one is connectionless and the other two are connection-oriented data transfer. Connectionless 
data transfers support report distribution VCRs. One type of connection-oriented transfer supports 
publisher/subscriber VCRs, and the other supports client/server VCRs. The medium access control 
(MAC) method is defined in the data link layer. From the time point of view, this layer is very 
important because the physical medium is shared by many competitive communication tasks.  

In the FOUNDATION Fieldbus system, medium access is provided on a scheduled basis and 
on an unscheduled basis by a special data link layer entity known as Link Active Scheduler (LAS). 
Two types of devices are defined in the DLL specification, namely the basic device and link 
master. The link master devices are capable of becoming the LAS, whereas basic devices do not 
have the capability to become the LAS. The bandwidth of the fieldbus is divided into two parts: a 
synchronous window for periodic data transfer and an asynchronous window for asynchronous 
data transfer as shown in Figure 2.5. Three types of VCRs are defined. Publisher/Subscriber VCRs 
are used for periodic data transfer. Data producers (publishers) use this type to post data into a 
network buffer that may be read, on demand, by users (subscribers) of the data. Transfers of this 
type can be scheduled on a precisely periodic basis. Using system management services, updates 
to the publisher buffer can be synchronized with the buffer transfers to reduce the delays between 
data production and data transfer. Report Distribution and Client/Server VCRs are used for 
asynchronous data transfer. For these VCRs, a token passing mechanism is used to share the 
unscheduled time between devices. The FOUNDATION Fieldbus is a well-designed real-time 
communication network. 
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The FOUNDATION Fieldbus defined a standard user application based “Blocks”. Blocks are 

representations of different types of application functions, and include resource block, function 
block, and transducer block. The resource block describes characteristics of the fieldbus device, 
such as the device name, manufacturer, and serial number. The function blocks represent the basic 
automation functions required by a user control application. Therefore, the function blocks 
provide the control system behavior. The input and output parameters of the function blocks can 
be linked over the fieldbus. The execution of each function block is precisely scheduled. The 
function blocks can be built into fieldbus devices as needed to achieve the desired device 
functionality, and to enable the distributed controls at the device level. For example, a simple 
temperature transmitter may contain an AI (Analog Input) function block. A control valve might 
contain a PID (Proportional/Integral/Derivative) function block as well as the expected AO 
(Analog Output) block. Thus a complete control loop can be built using only a simple transmitter 
and a control valve. The Fieldbus Foundation defined sets of standard function blocks. The 
transducer blocks decouple the function blocks from the local input/output functions required to 
read sensors and command output hardware. The following additional objects are defined in the 
user application: 

Link Objects define the links between the function block inputs and outputs internal to the 
device and across the fieldbus network. 

Trend Objects allow local trending of the function block parameters for access by hosts or 
other devices. 

Alert Objects allow reporting of alarms and events on the fieldbus. 
View Objects are predefined groupings of block parameters sets that can be used by the 

human/machine interface.  
Furthermore, the FOUNDATION Fieldbus contains network management and system 

management. The network management supports communication configuration management, 
performance management of device communications, and fault management. The system 
management is used to coordinate the operations such as the function block scheduling of the 
various devices in a distributed fieldbus system. From the protocol and application points of view, 
the FOUNDATION Fieldbus is the most complete fieldbus. However this makes the 
FOUNDATION Fieldbus system more complex. It is costly and difficult to develop. 

 
2.3.2 CAN 

 
The Controller Area Network (CAN) (Robert Bosch GmbH, 1991) was introduced by Robert 

Bosch GmbH in cooperation with the Intel Company in the late 1980s as a serial network for 
automobile applications (Egan-krieger at al., 1994; Cena and Valenzano, 2000a), which became 

Figure 2.5: Communication windows on the FOUNDATION Fieldbus 
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the international standard 11898 for the interchange of digital information of road vehicles in 1993 
(International Standard Organization, ISO 11898, 1993). The success of the CAN protocol in the 
automotive applications, together with its low cost and high performance have led to a rapidly 
increasing interest also in the industrial automation and process control areas, especially in the 
areas of medicine, industrial and process automation. The CAN protocol implements most of the 
features of the basic fieldbus protocol shown in Figure 2.2.  

The addressing of CAN is not node but message oriented. The CAN protocol uses a 
message-based data format in which information is transferred from one node to another. Unlike 
address-based systems, every node in this system listens to every message on the bus to determine 
if it needs to respond. Every message has an identifier field consisting of either 11 or 29 bits. The 
message can also contain data, but it’s not required. The node uses the identifier to determine if the 
incoming message should be accepted and acted on or discarded. With the message-based format, 
you can add nodes to the bus without reprogramming the other nodes to recognize the addition. 
The new node will start receiving messages from the network immediately. 

The CAN protocol defines four types of messages, or frames. The first and most common 
frame is a data frame, which is used when a node transmits information to any or all other nodes in 
the system. The second most common frame, a remote frame, is used when one node requests data 
from another node. The other two frame types are used to handle errors. A node generates an error 
frame when it detects one of the many protocol errors defined by CAN. And the protocol calls for 
an overload frame when it requires more time to process messages already received. 

CAN uses a nondestructive bitwise arbitration, which means that messages remain intact after 
arbitration is completed even if collisions are detected. All the arbitration take place without 
corruption or delay of the message that wins the arbitration. It belongs to the method of the 
CSMA/CA. The arbitration principle is used for which the values high and low are realized in 
different technical ways. The results are recessive (value 1) and dominant (value 0) bits. That 
means, when there are several nodes, trying to access the bus to send their data, this node has to 
retreat. The first recessive bit is overwritten by a dominant bit of another node. The result is the 
nondestructive access. The message with the lowest identifier (‘000…’) has the highest priority 
and a guaranteed delay time.  
   The CAN is just a low level communication protocol, and doesn’t include the application 
support. To develop an application system based on the CAN, high layers are needed. The 
DeviceNet and the CANopen that will be introduced below do such things. 

 Advantages 
The CAN is a deterministic protocol optimized for short messages. The replacement of a 

node in the CAN-based system, for example by a newer one, makes it unnecessary to set an 
address on the spot, which is a very important in the area of automobile manufacturing. The CAN 
fieldbus also has a good safety. The fault tolerance, the fault recognition and fault removal are 
multistage organized. The protocol implementation of hardware and low cost are the important 
aspects of the CAN. 

 disadvantages 
One of the disadvantages of the CAN is the inability to bound accurately the worst-case 

response time of a given message transfer. The messages with lower priorities can have large 
delays if the bus traffic is high. To overcome this disadvantage, much work has been done to 
improve the response time (Livani et al., 1999), (Cena and Valenzano, 2000b), (Navet and Song, 
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1999) and (Leen and Heffernan, 2002). Another disadvantage of the CAN is that the maximum 
extension allowed when bit rates above 500 kbit/s are considered is noticeably lower than other 
kinds of fieldbuses, such as Profibus or FIP. This drawback depends on particular medium access 
method of CAN, which is based on an arbitration phase carried out by means of a wired-AND 
connection scheme, and hence it cannot be overcome in any way (Cena, 2001). Therefore, CAN is 
not suitable for the applications that require high bit rate above 500 kbit/s.  
 

2.3.3 LonWorks 
 
   LonWorks (Local Operating Networks) fieldbus was created by the company of Echelon in 
the beginning of 1990s. LonWorks fieldbus system, in terms of its scope of definition and 
realization support together, is far different from other fieldbus systems, although there are 
similarities in some details. Comparing LonWorks with other systems with respect to the 
communication layers of the ISO/OSI model, it can be stated that (Dietmar, et al., 2001): 
● LonWorks supports directly “differential Manchester coding” as this code is available at the 

network port of the Neuron chip. This is not a new code and is also used by the IEC fieldbus 
standard. The advantage of this coding is that no DC (Direct Current) components are 
incorporated. This allows transformer isolation and coupling and powering of devices over 
the bus. The LonWorks physical layer supports a lot of transmission rates and media. 
Currently, the transmission rate of 78 kbit/s, together with transformer coupling, allowing 
really free topologies as far as the total bus length is limited to 500 m seems to be becoming 
the most used LonWorks physical layer. 

● LonWorks makes use of a CSMA (Carrier Sense Multiple Access) medium access control 
which, in principle, allows telegram collisions but limits their probability. This causes the 
disadvantage of the LonWorks that response times of nodes cannot be bounded. 

● The LonWorks addressing scheme provides for the subdivision of a network into logical 
subnetworks. Therefore the network can be segmented by means of routers. Many fieldbuses 
have defined only the layers 1, 2, and 7. Therefore they are unable to isolate communication 
loads. 

● LonWorks has a transport layer, which provides an acknowledged service, but no segmenting 
of long data blocks across several telegrams. Acknowledgments at the transport layer are 
mandatory because of the implemented network layer (in complex networks the 
acknowledgment has to be performed by the target node rather than by routers between the 
source and the destination of telegrams), but LonWorks does not use an acknowledged layer 2 
service. 

● A special service, not provided by other fieldbuses, is the authentication service in the session 
layer. This service prevents unwanted penetration into communication relationships of nodes 
inside the network. This protection allows the application of LonWorks in security systems. 

● At the application layer, LonWorks provides a very comfortable way of communication by 
doing this implicitly with network variables. The services themselves are comparable to other 
fieldbuses; there is an acknowledged service in the application layer with the “poll” 
instruction for reading access on the data of other nodes. For writing access on other nodes 
this acknowledgment has to be programmed explicitly in the application. 

●  A very important feature of the LonWorks fieldbus system is the availability of a 
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comprehensive set of network management telegrams which themselves are the basis of many 
tools for configuration, installation, commissioning and maintenance. 
The situation concerning the support of concrete realization in LonWorks can be 

characterized as follows: 
● There are essentially two types of chips (the neuron chip) available from two manufacturers. 

The communication protocol is not only specified but also implemented. This is also the case 
for other fieldbus systems e.g. INTERBUS_S or CAN. 

● These chips run the application programs and are linked to the protocol by the development 
tool.  

● Interoperability plays an important role for all fieldbuses, because no single manufacturer will 
be able to cover the broad range of fieldbus devices and to deliver all components employed 
in fieldbus based systems. Numerous obstacles to interoperability are removed by the 
implementation of the communication protocol on a chip and the development of the 
application program with a unique tool. Other fieldbus systems such as INTERBUS_S and 
EIB have a similar background. However it was soon realized that, despite this situation, 
interoperability could not be guaranteed. Because of this, the so-called “Standard Network 
Variable Types” (SNVT’s) was introduced to achieve at least compatibility of the data types. 
In addition, the Lonmark association was founded, which is establishing guidelines for 
application objects and function profiles for those objects, which means a further step in the 
direction of interoperability. Other fieldbus organizations have acquired profiles for complete 
classes of applications and recognized the necessity to introduce interoperability tests and 
certification procedures for fieldbus based products.  

● The conceptual development of LonWorks took a path rather different from other fieldbus 
systems. While most fieldbuses have been drawn up for a specific class of applications and 
were later utilized for other purposes (CAN, INTERBUS_S, PROFIBUS), LonWorks was 
conceived for a spectrum of applications as broad as possible. Because of this, LonWorks has 
been used in various areas, especially in building automation. 

 
2.3.4 Profibus 

 
The PROFIBUS (Process Fieldbus) (European Committee for Electrotechnical Standardization, 

EN50170/2, 1996) is a German national standard promoted by the German standard organization 
(DIN) in 1991, one of fieldbus standards EN50170 of Europe in 1996. It is a set of protocols 
including: FMS (Fieldbus Messaging Specification), DP (Decentralized Peripherals) and PA 
(Process Automation). PROFIBUS/FMS is a powerful and complex multi-master system. It is 
often used as a backbone in a system. The DP is a FMS, reduced to one master system, but 
optimized for very short delay times. For this master-slave system, Siemens has realized an ASIC 
allowing for low priced nodes. The type PA is defined for process automation and has the IEC 
standard 61158-2 (intrinsically safe) in physical layer. Therefore, it is qualified for hazardous 
areas.  

The PROFIBUS can connect the number of nodes up to 32 on one segment of the fieldbus, the 
fieldbus length without a repeater: 200 m to 1200 m, depending on the transmission rate, and the 
transmission rates 9.6 kbit/s to 500 kbit/s. The maximum transmission rates of the PROFIBUS/DP 
12 Mbit/s. PROFIBUS offers several transmission media. At present, the most usable system is 
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based on the RS-485 standard. In this case the cable has two shielded wires and is terminated on 
both sides of the line. The network topology is based on a common bus.  

A PROFIBUS network can include two kinds of stations: masters and slaves. The PROFIBUS 
medium access control includes the services set out in the IEEE 802.4 MAC standard. However, 
an additional service has been introduced called cyclic send and request data with reply to deal 
with cyclical polling of the slave nodes. Therefore, the medium access control method adopted by 
the PROFIBUS is the token-bus mechanism plus master-slave polling. Masters take part in the 
circulation of the token while slaves play a passive role and only be polled by the master stations. 
This hierarchy is typical in field control systems, where sensors and actuators are slave stations 
while PLCs and NCs are master nodes. The token principle guarantees a deterministic behavior of 
the system, a decisive advantage of PROFIBUS. 
   The PROFIBUS application layer has been designed to meet the needs found in real-time 
factory environments and specifically to support communications among application processes. 
Some user applications are not contained in the protocol, but defined in separate profiles for 
common devices. 
 

2.3.5 WorldFIP 
 

The FIP (Field Instrumentation Protocol) is a French national standard fieldbus developed in 
1990, and the WorldFIP as one of Europe standard fieldbuses in 1996 (European Committee for 
Electrotechnical Standardization, EN50170/3, 1996). It adopts a classical reduced protocol profile 
consisting of three communication layers (physical layer, data link layer, and application layer) 
and a network management block. In the FIP network, each data exchange is supervised by a 
special station called the bus arbiter, which is responsible for assigning the right to transmit data 
on the bus to data producers. When data information is broadcast on the bus, it can be read by each 
listening station. Thus the number of information exchanges depends only on the quantity of data 
produced and not on the number of stations that consume the data. 

 
2.3.6 Interbus 

 
The INTERBUS developed by Phoenix Contact Inc., stands in contrast to all other fieldbus 

systems. It is based on a topological ring structure, functioning by the Shift Register principle. It is 
a master-slave system. All slaves together are seen by the master as one big peripheral unit 
(register). The size of this peripheral unit is determined by the number of data points in the slaves. 
The master shifts the whole frame for all peripheral units through the whole ring, to receive the 
frame again after the shift operation, delayed (time shift) by the number of data points of the 
slaves. Before clocking the sum frame through the unit, each slave moves its data into its 
transmission buffer. Then the master pushes a Loop-Back Word (LBW) and control bits into the 
ring, until it receives the LBW again. This way it gets all identification information for all nodes, 
and the first cycle is finished. The second shift cycle starts again with the LBW, followed by the 
output data for the slaves (Dietmar et al., 2001).  

The register shift structure has the logical conclusions that the transferring frame has a 
minimum of overhead. The addressing of the nodes is easy because the addresses are fixed by the 
position of the nodes and the priority levels are not applicable. The deterministic behavior is 
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reached by the shift operation. In fact each node has its own clock generator, but they synchronize 
by the first incoming bit of the frame. 

Five wires in one shielded cable are recommended (INTERBUS is also based on the RS-485 
standard), two in each direction and one for ground.  

The master offers consequently also the function of coupling the network to hierarchical 
higher situated networks. It serves in such a way for example as a gateway, if the higher network 
is a PROFIBUS working as a backbone. The data rate is usually 500 kbit/s. With this rate the 
whole point-to-point connection can reach a total length of 400 m. When using special hardware 
the maximum speed can be increased to 2 Mbit/s. 

A drawback of the Interbus system is that the ring topology is susceptible to failure.  
 

2.3.7 P-Net 
 

P-Net is also a part of the CENELEC standard EN 50170, which was voted in 1996. It is a 
master-slave system supporting multi masters up to 32 per bus. In opposite to PROFIBUS each 
master node can also serve as a slave node, thus a master can have a communication relation with 
another master easily. 

P-Net is also based on the standard RS-485 but in a little bit modified way. In order to reduce 
the power of reflected waves, the shielded twisted pair cable is connected to a ring, which means 
in the sense of medium access it is still a line. The bus access procedure is based on the virtual 
token passing principle. The masters get the access cyclically, following the ascending number of 
their addresses. In detail, this medium access procedure is a counter principle especially defined 
for the P-NET protocol. Each master can send only one frame to one node, and the slave can also 
answer with only one frame. If all slaves are addressed (broadcast message), no slave is allowed to 
answer. The token cycle time depends on the frame length, but it is limited. Therefore P-NET is 
defined as a deterministic system, because the worst-case scenario can be calculated exactly. 

The networking segmentation of P-NET is interesting. According to the OSI model in P-NET, 
layer 3 is implemented to be able to design independent segments, connected by so-called 
controllers. These controllers are in the common language routers. The advantage of these routers 
is their simplicity. To the designer they offer the possibility of static routing or dynamic online 
routing, according to the program.  

The data rate of P-NET is fixed to 76.8 kbit/s, which is the characteristic for the whole system. 
On the one hand, P-NET offers interesting features and possibilities. On the other hand, the 
designer of P-NET is restricted to essential aspects, parameters etc., to get a simple and easy to 
understand system. 

Contrasting P-NET to LonWorks, it is important to point out that – similar to PROFIBUS – the 
P-NET protocol is implemented in common controllers, which raises the problem of 
interoperability, but no special chips are necessary. The only advantage is that the protocol is 
easier to handle. P-NET is an easy deterministic system with clear restrictions (Dietmar et al., 
2001). 
 

2.3.8 DeviceNet  
 
   The CAN we discussed before only has two lower layers, which are the physical layer and the 
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data link layer. The CAN data link layer offers services for transmitting and requesting data units 
no longer than 8 bytes. These services are sufficient for the original universe of applications in 
which CAN was to be used. However, in more complex distributed applications, higher layer 
services are needed. Therefore, an application layer is defined in the DeviceNet (Open DeviceNet 
Vendor Association, 1994). 

The advantages and disadvantages of the DeviceNet are summarized by Lian (2001). 
 

2.3.9 CANopen  
CANopen is also an extended protocol based on the CAN. The CAN in Automation (CiA) 

organization specified the CAN application layer over the CAN. Based on the CAN application 
layer, a set of profiles can be defined. Thus the CANopen reference model is established. The 
profiles are divided into two categories: CANopen Device Profiles and CANopen Communication 
Profiles. The objective of the supplement is to make the protocol more complete and support the 
compatibility and the interoperability required by practical applications. The real-time data 
communication requirement can be satisfied in the CANopen (CAN in AUTOMATION, 2000), 
(Farsi and Barbosa, 2000). 
 

2.4 Fieldbus medium access control 
 

Fieldbus medium access control is one of the aspects that affect the time performance of a 
fieldbus. In any fieldbus, a medium access control (MAC) mechanism handles when and how a 
node on a fieldbus gets to use the medium, and decides what to do when there is competition for it. 
The purpose of the MAC is to allocate the medium in an equitable manner to all nodes on the 
fieldbus. There are two kinds of mechanisms: random-access and deterministic-access. The 
random-access mechanism means that all nodes on the fieldbus can send their messages whenever 
they want to do, but must contend for access to the fieldbus in the collision case. In the 
deterministic access techniques, fieldbus access is controlled in some way all the time during 
operation. Most fieldbuses make use of the deterministic access techniques, which satisfy the 
requirements of real-time applications better. 

This section discusses several medium access control mechanisms commonly used for the 
fieldbuses and what performance they have. The performance indices are the efficiency and the 
responsiveness used by Cena et al. (1995). The characteristics and performances of the medium 
access mechanisms used by several fieldbuses including the Interbus, PROFIBUS, and CAN are 
compared for three kinds of fieldbus traffic (Cena and Valenzano, 2000a). 
 

2.4.1 CSMA  
 

The basic principle of the CSMA (Carrier Sense Multiple Access) is as following (Andrew, 
1997). When a node has data to send, it first listens to the medium to see if anyone else is 
transmitting at that moment. If the medium is busy, the node waits until it becomes idle. When the 
node detects an idle medium, it transmits a frame. If a collision occurs, the node waits a random 
amount of time and starts all over again. The CSMA mechanisms used for fieldbuses are some 
variations based on the basic CSMA, and have been improved using various techniques. In CAN 
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fieldbus, for example, each frame is assigned a priority identifier. When collision takes place, the 
contention is solved by means of a network-wide arbitration phase which is based on the 
identifiers values that the frames involved have. In addition, CAN uses a nondestructive bitwise 
arbitration, which means that frames remain intact after arbitration is completed even if collisions 
are detected. All the arbitration takes place without corruption or delay of the message that wins 
the arbitration. The priority technique is also used by the protocol of LonTalk using predictive 
p-persistent CSMA in the LonWorks in order to reduce the probability for collisions (Dietmar et 
al., 2001). The advantages of CSMA are the equalities of the nodes, truly distributed, and high 
responsiveness. Its disadvantage is that there is no upper bound to guarantee the time of message 
transmission in the case of heavy traffic load on the fieldbus, which is not satisfactory for 
real-time applications.  
 

2.4.2 TDMA 
 

When the times to transmit all the data in a system are known in advance, such as cyclic 
exchanges, the time division multiple access (TDMA) technique is surely the most efficient 
solution to medium access. TDMA combines all the data produced or consumed by the different 
nodes in a single summation frame and requires that the protocol control information be added 
only once per frame in order to achieve bit and frame synchronization and guarantee appropriate 
error controls.  

Since all the information from or to the different nodes is collected together, TDMA ensures 
the highest efficiency among the different MAC techniques. For example, in the Interbus, its 
behavior is similar to TDMA though in reality it is not true. The communication efficiency of the 
TDMA network can be as high as 60%. On the contrary, TDMA is not suitable for spontaneous 
data exchanges and high level communications, in that it is necessary for the whole system 
bandwidth to be allocated in advance to the different nodes, thus leading to poor flexibility. 
Moreover, in this case, the bandwidth which is not used by a node cannot be reallocated to other 
nodes, so that it is effectively wasted, thus reducing the system’s overall efficiency. 
 

2.4.3 Token Passing 
 

In the token passing mechanism, the nodes on the fieldbus are logically organized into a ring, 
with each node knowing the address of the node to its “left” and “right”. The highest numbered 
node passes permission to its immediate neighbor by sending the neighbor a special control frame 
called a token. The token propagates around the logical ring, with only the token holder being 
permitted to transmit frames. Since only one node at a time holds the token, collisions do not occur. 
Therefore, the medium access technique of token passing can guarantee a deterministic behavior 
of the system although it requires more overhead than CSMA/CD. In other words, the token 
passing technique can grant an upper bound to the time needed to access the fieldbus channel and 
hence to the time required to send a message. The bound depends heavily on the target token 
rotation time, which is an important parameter in the token mechanism. The Profibus uses the 
token mechanism for message transmission among masters in a system. For long message 
transmissions, a token passing technique can offer more satisfactory performances with respect to 
both TDMA and CSMA, at least from the point of view of bandwidth sharing in terms of 
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flexibility, fairness and efficiency. In this case, however, responsiveness is reduced and jitters are 
increased for real-time process data. 
 

2.4.4 Polling 
 

The polling technique is used in a master-slave system, in which only one master is 
permissible. The master has the right to control the fieldbus access. The master polls each slave 
node in turn to see if it has a frame to transmit. If it does, the slave node transmits its frame to the 
master as a response. Thus communication is implemented by each poll/response sequence. The 
slave nodes cannot communicate with each other.  In the PROFIBUS, the master node uses the 
polling technique to communicate with its slave nodes. The polling technique is the simplest 
medium access technique, and it is only suitable for networks having a small number of nodes. It 
has a low efficiency and responsiveness.  
 

2.4.5 Scheduling 
 

In the scheduling technique, all of the communication activities on the fieldbus are scheduled 
based on some principles by a bus controller, which may have the names, such as arbitrator, 
scheduler, and master. In this meaning, the polling technique can be viewed as the simplest one of 
the scheduling techniques. The scheduling principles are often designed according to the kinds of 
traffic on the fieldbus, such as periodic, aperiodic, urgent, and non urgent. The ideas of reservation, 
priority, and best-effort are combined together to form the scheduling principle. The examples of 
fieldbuses using the scheduling technique include the FOUNDATION Fieldbus, FIP and etc. The 
bus controller is a key to the reliability of the fieldbus using the scheduling technique. Therefore, 
the bus controller in many fieldbuses is designed to be redundant as done in the FOUNDATION 
Fieldbus, FIP. Most fieldbuses use the scheduling techniques since good time performances can be 
achieved to satisfy the requirements of distributed real-time applications. The efficiency and the 
responsiveness of scheduling technique are medium.  
 

2.5 Fieldbus types 
 

At first glance to the models of fieldbus protocols, all of the fieldbuses look quite similar. 
However, each one has a unique set of features and is designed to move a specific type of data 
between certain kinds of equipment. The different methods to classify fieldbuses from various 
points of view will lead to different types of fieldbuses.  

 
2.5.1 Classifying method from design objective 

 
According to Thomesse (1999), by analyzing the first objectives of fieldbus designers, there 

are two main types of fieldbuses: type of signal transmission and type of computation distribution.  
The type of signal transmission is considered as the network only for simplifying wiring 

between devices. The design objective of signal transmission type primarily is to substitute 
networked digital way of signal transmission for analog way of signal transmission. The 



 

21 

application computation in the FCS (Fieldbus Control System) based on the type of signal 
transmission is centralized or limited decentralized only in several master nodes, most of nodes in 
such system don’t have the capability of distributed computation. The representative system for 
this is the Profibus- DP fieldbus system. 

The computation distribution only represents the algorithms contained in fieldbus nodes that 
can be configured by users for their application. It doesn’t include the necessary processing 
algorithm for the operation of the fieldbus node itself. The type of computation distribution is 
designed to be a spinal column of distributed real time system. And the capability of computation 
distribution is considered as the main design objective while using a networked digital way of 
signal transmission. Hence, the type of computation distribution is based on and comprises the 
type of signal transmission. The FCS based on the type of computation distribution, for example, 
the FOUNDATION Fieldbus system, totally distributes its application computation into each node. 
But it does not mean that the type of computation distribution is advantageous over the type of 
signal transmission. Which one is better depends on the requirements and characteristics of the 
concrete application case.  
 

2.5.2 Classifying method from protocol model 
 

By analyzing the model of fieldbus protocol, we can have three types of fieldbuses: the basic 
protocol type, the common protocol type, and the complete protocol type as mentioned in Section 
2.2. If a fieldbus only has the physical layer and data link layer in its protocol model, it belongs to 
the basic protocol type. The CAN fieldbus is an example of this type. It has the features of low 
cost and simplicity, but weak services to user application. If a fieldbus has the physical layer, data 
link layer, and application layer in its protocol model, we call it the common protocol type. The 
P-Net fieldbus is an example of this type. If a fieldbus protocol architecture contains all three 
layers of the physical layer, the data link layer, and application layer, and there is a user layer in 
the protocol or a separate profile outside the protocol to define user application to support the 
interoperability, this fieldbus protocol is referred to as the complete protocol type. The 
FOUNDATION Fieldbus and LonWorks are typical examples of the complete protocol type. In 
addition, the DeviceNet and CANopen can be classified to be the complete protocol type although 
they both use CAN fieldbus as its lower two layers.  
 

2.5.3 Classifying method from medium access mechanism 
 

According to the MAC mechanism that a fieldbus uses, the fieldbus protocols can be 
categorized into deterministic type and random type. The CSMA mechanism belongs to the 
random access mechanism, hence the fieldbus protocols that use this mechanism are the random 
type. The random type of the fieldbus protocols includes LonWorks and CAN.  

Most fieldbus protocols belong to the deterministic type because they use the controlled 
access mechanism. It is either centralized or decentralized. The centralized mechanism uses 
polling or scheduling technique, whereas the decentralized mechanism also uses a token passing 
technique. Both polling and token passing mechanisms are used in the Profibus-FMS. The 
representatives of the centralized and controlled access type are the FOUNDATION Fieldbus, the 
P-Net, the WorldFIP, the Interbus-S, and the Profibus-PA. 
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The random type of fieldbus can not bound the response time of messages requested 
depending on the traffic load on the fieldbus. Collisions may happen when transmitting messages 
on the fieldbus. In order to satisfy the requirement of real-time communication, additional 
technique is needed for the random type of fieldbus. However, the deterministic type of fieldbus 
can guarantee the response time of messages transmitted, and meet the requirement of the hard 
real-time communication. 
 

2.5.4 Classifying method from message mode 
 
   According to the mode of message that a fieldbus uses, fieldbuses can be classified into two 
types: address-oriented type and message-oriented type. The two modes of message are shown in 
Figure 2.6. The address-oriented type of fieldbus corresponding to the source-destination model 
has the source and destination addresses bits in the message structure. Most fieldbuses such as the 
FOUNDATION Fieldbus and LonWorks belong to the address-oriented type. The 
message-oriented type of fieldbus corresponding to the producer-consumer model doesn’t have the 
source and destination addresses bits, but the identifier bits for the message. The CAN fieldbus is 
a typical example of the message-oriented type. The message-oriented type has less message 
overhead than the address-oriented type, hence has a higher message efficiency. 
 

 

 

2.6 Summary 
 

In this chapter, we presented the models of different fieldbus protocols from basic to complete 
ones in detail. The model of a fieldbus protocol can reflect the functionality and complexity of the 
fieldbus. Main fieldbuses were introduced briefly, and their characteristics were discussed. The 
fieldbus medium access control mechanisms, which have a dominant effect on fieldbus time 
performance, were also explained. Finally, four methods to classify fieldbuses were proposed. An 
overview of main fieldbus issues was presented to lay a fundamental for later chapters. 

 
 

Source-destination model (address-oriented type) 

Source Destination Data CRC 

Identifier Data CRC 

Producer-consumer model (message-oriented type) 

Figure 2.6: Two message models 
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Chapter 3 

Timing Analysis and Delay Effect in FCS 

3.1 Introduction 
 

Real-time requirement is essential to the FCS. A real-time system must guarantee its 
performance in both the logical and the temporal domains. A correct answer provided late is as 
useless as the wrong answer delivered at the right time. To this end it is essential that any real-time 
computing system must provide predictable and explicit processing in terms of both correct data 
handling and execution timing. This processing performance must be end-to-end from the 
lowest-level, isolated sensor, right through all layers of the hardware and software, and back to an 
isolated actuator (Rodd at al, 1998). The computation tasks and the communication tasks in the 
FCS are all time consuming, and the times required by these tasks function as time delays in the 
control loop of the FCS. It is well known that the time delays will degrade the control performance. 
Therefore, timing analysis is essential to the analysis of FCS. Also, it is the foundation for other 
research including evaluation of fieldbus and control algorithm design through modeling and 
simulation.  

According to the system model at the physical level of IEC61499 (Lewis, 2001), a fieldbus 
control loop consists of a set of field devices, such as transmitters, controller and actuators, 
interconnected through the fieldbus to form a co-operating application for plant control, which 
requires the interoperation of software running in these devices. Figure 3.1 illustrates a typical 
setup and the information flow of a fieldbus control loop.  

 
 
 
 
 
 
 
 
 
 
 

 
Figure 3.1: A typical FCS setup and information flow 

 
The transmitter nodes will measure the controlled variables of the plant and transmit measured 

data to the controller node via the fieldbus. The controller node read data from the transmitter 
nodes, compute the control command for the actuator nodes in terms of the embedded control 
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algorithms, and then send these control commands to the actuator nodes via the fieldbus to 
maintain the controlled variables at the desired values. The fieldbus is a shared medium for 
exchanging data among devices. There are two types of fieldbuses. One is only a network for 
simplifying the wiring between devices, and the other is the spinal column of a distributed 
real-time system (Thomesse, 1998). The latter supports distributed computation in fieldbus 
devices, and the term FCS used hereafter only refers to this type. 

Tasks carried out in the FCS are divided into three categories: time-critical, periodic, and 
time-available tasks. Time-critical tasks, such as alarm and event notification, must be done within 
a very short interval of time. Time-available tasks include management services, and are randomly 
generated. The periodic tasks are for monitoring and feedback control, which must be completed 
within a given control period in order to satisfy the real-time requirements or constraints for FCS. 
In principle, the shorter the control period is, the better the control performance. 

In the FCS, the elementary functions are implemented in individual function blocks in the 
form of software algorithms, and a measurement and control task is specified through the 
configuration of these function blocks. These function blocks are distributed in fieldbus devices 
and interconnected through fieldbus communication links and/or internal links in a single device. 
In this way, a measurement and control task is implemented using distributed devices and 
algorithms embedded in them. Therefore, a measurement and control task can be partitioned into 
computation tasks distributed in different field devices and communication tasks among these 
devices. Moreover, the configuration for an application determines the numbers of the 
computation tasks as well as communication tasks and the locations where these tasks are 
completed. The controller can be implemented in the form of hardware or software, depending on 
the configuration of the system. In a control task, computation tasks are used to execute algorithms 
embedded in the form of function blocks in fieldbus devices, and communication tasks are 
responsible for exchanging data among these function blocks located in the different fieldbus 
devices. Both tasks take a period of time, and the control period will depend on the length of time 
the two tasks required. In some high speed networked control system, data are transmitted in a 
package, which contains data of many sampling periods. However, due to the low speed and short 
message of the fieldbus, only one data is transmitted during each communication in the FCS.  

By a fieldbus control loop, we mean a control loop with a feedback loop closed through a 
fieldbus network. For the fieldbus control loop, a time-delay is inevitably introduced in the loop 
from the control point of view. In order to reduce the fieldbus delay, much research work has been 
done on fieldbus design (Tovar and Vasques, 1998, Martins and Fonseca, 2001). There are also a 
number of studies that address the communication scheduling problems (Almeida et al., 1999, 
Cavalieri and Monforte, 2001, Franco and Henriques, 2000, Franco, 1996, Hong, 1995).  

Although much work has been done for the timing analysis of some specific fieldbuses, the 
results focus on only the communication time of the fieldbus. None of the papers explicitly 
consider the timing analysis of the periodic control task in a fieldbus control system. In this 
chapter, we will analyze the time characteristics of the closed control application from the fieldbus 
system point of view, which not only involve the communication times but also the computation 
times and the configurations of applications. The various time-delay components in the control 
application will be formulated and discussed. The influence of the time-delays on control 
performance will be analyzed. We will investigate how the different configurations affect the 
control period, what the best configuration is, and how to determine the control period. The 
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formula and analysis results will be validated by simulation and experiments.  
 

3.2 Timing analysis of fieldbus control system 
 

3.2.1 Periodic task in fieldbus control system 
 

In a fieldbus control loop, time is an important resource. Here, we analyze these time-delay 
components according to the way they are produced. From the real-time system point of view, the 
operation of the fieldbus control loop can be abstracted as a periodic task to complete a user 
control application. This periodic task performs the following three subtasks in each cycle, where 
each subtask involves many jobs. 
(1) Transmitter subtask, St 

Acquire dynamic data from the plant, complete the data processing or computation such as 
filtering and calculation, and then transfer the resulting data to the controller via the fieldbus.  
(2) Controller subtask, Sc 

Receive the data from the transmitter via the fieldbus, compute the control algorithm, and 
send the resulting data as a control command to the actuator via the fieldbus. 
(3) Actuator subtask, Sa 

Receive the control command data from the controller via the fieldbus, complete some of the 
processing, and convert it for execution into the plant. 

We can depict the periodic control task in the fieldbus control loop with a task graph (Liu, 
2002) as shown in Figure 3.2. Each node represents a subtask. (tt, ttd), (tc, tcd) and (ta, tad) are the 
release times and deadlines of subtasks St, Sc, and Sa, respectively. Sp is a virtual subtask 
completed by the plant without time consumption, which changes the dynamic output of the plant. 
Each subtask in a node is dependent. St is the immediate predecessor of Sc, Sc is the immediate 
predecessor of Sa, and so on. Therefore, the precedence graph of the periodic control task is a 
loop. 

 
 
 
 
 
 

 
 

3.2.2 Timing components 
 

In a fieldbus control loop, there is a cyclic data flow among the subtasks shown in Figure 3.2. 
The required loop time TL is determined by Eq. (3.1) to complete one cyclic data flow. 

LT = sascst TTT ++  ,                                                              (3.1) 

where Tst, Tsc and Tsa are the subtask times required by transmitter subtask St, controller subtask Sc , 

and actuator subtask Sa, respectively. For each of the above subtasks, there are three timing 

Sp 

Sa Sc St 

(tt , ttd) (tc , tcd) (ta , tad) 

Figure 3.2: Periodic control task graph
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components from the data-flow point of view as shown in Figure 3.3. To complete the data flow, 
the subtask time Tsx from input to output required by node x is given by Eq. (3.2).  

sxT = oxpxix TTT ++ ,                                                            (3.2) 

where Tix, Tpx and Tox are the data input time, data processing time, and data output time of node x, 
respectively. By the data, here we mean only the real-time control data in the fieldbus control loop. 
These data do not include any other communication data such as parameters of algorithms, 
management data and so on. 
 
 
 
 
 
 
 
 
 
 

Here we analyze the timing components in the loop time TL. First, we discuss the timing 
components of subtask time Tsx in node x. 
(1) Data input time Tix 

Different nodes have different ways to get data input, and different data input methods 
consume different lengths of time. A transmitter node has two ways to get data input. One way is 
to get data input via the input circuit to an external sensor such as the A/D converter connected to 
the sensor, which measures the output of the plant. We call this way the internal way. The time 
needed to input data by the internal way is small and almost always determined as constant. 
Therefore, it is negligible or can be added to the time of algorithm execution. The other way is to 
get data input via a fieldbus. This way is called the fieldbus way. The data input time of the 
fieldbus way is included in the data communication time, which is discussed later. The transmitter 
data input by the fieldbus way are not loop control data but parameters or management data. In 
this study, for the purpose of control performance, we only need to consider the internal way for 
the transmitter node. For the controller node and actuator node, they only have the fieldbus way to 
obtain data input. 
(2) Data processing time Tpx 

The length of data processing or computing time in node x depends on the CPU computing 
power, number and complexity of algorithms, task load, and the task scheduling method. In 
general, a fieldbus device often only has one CPU, which divides time into chips to do many tasks 
including control-dependent data processing, so the algorithm’s scheduling method for the CPU is 
very important in satisfying the real-time requirement. The property of data processing time is 
determined but not constant. Even for the same data processing, the processing time always varies 
within a limited range.  
(3) Data output time Tox 

Like the data input time, the data output time is also dependent on the different data output 
methods that different nodes have. The transmitter node and controller node only have the fieldbus 

Data 
input 
time
Tix 

Data 
processing 
time 
Tpx 

Data 
output  
time 
Tox 

Figure 3.3: Timing components of subtask in node x
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way for data output, whereas the actuator node has both the internal way and the fieldbus way. But 
for the loop control data, the actuator node only use the internal way to send data out through an 
output circuit such as a D/A converter to affect the plant. Similar to the data input time of the 
transmitter node, the data output time of the actuator node is also small, determined and negligible. 
The data output time of the fieldbus way is also included in the data communication time. 
(4) Data communication time Tdcxy 

The data communication time is the time required for a data transfer from one node to 
another node via a fieldbus. The data transfer involves the data being transferred from one data 
processing application to another one. Therefore, it includes both the data output and the data 
input, and both are completed continuously during the data transfer. From the 
communication-protocol point of view, the data communication time via the fieldbus can be 
classified into various parts as shown in Figure 3.4 (Lian, 2001). At the source node, delays occur 
due to executing the protocol of the data message, queuing at source node x, and blocking due to 
fieldbus traffic. Once the data message is sent, there is a transmission time delay as discussed 
below. At destination node y, there are again delays of protocol execution before the data can be 
used. Therefore, the data communication time from node x to node y Tdcxy is determined by Eq. 
(3.3).  
 

 
 
 
 
 
 
 
 
 

 

posttxywaitpredcxy TTTTT +++=  ,                                      (3.3) 

where Tpre is the preprocessing time at the source node, which is the protocol execution time for 
data transmission, that includes encoding time, frame control time and so on. Twait is the waiting 
time that includes queuing time and block time before data transmission to the fieldbus. Tpre and 
Twait  belong to the data output time. Ttxy is the transmission time of the data message from node x 
to node y, and it is shared by the data output and input times. Tpost, which belongs to the data input 
time, is post-processing time at the destination node; it is also the protocol execution time except 
for data reception, such as decoding time and so on. Tpre, Twait and Tpost are randomly variable 
times that cannot be calculated but can be measured through experimental methods.  

According to the principle of the network data transmission (Leon-Garcia and Widjaja, 1999), 
if the fieldbus at its physical level uses synchronous transmission mode and no error occurs during 
transmission, the transmission time Ttxy of the data message from node x to node y, which depends 
on the physical length of the fieldbus, message size, and data rate of the fieldbus, can be calculated 
by Eq. (3.4).  

txyT = fxyfmxy CLVN /+× /8 ,                                            (3.4) 
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Figure 3.4: Timing diagram showing data communication from 
source node x to destination node y via fieldbus 
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where Nmxy (byte) is the byte length of the data message transmitted from node x to node y. Vf 
(bit/s) is the data rate of the fieldbus. Lxy (m) is the length of the fieldbus medium from node x to 
node y. Cf (m/s) is the speed of signal propagation in the fieldbus medium. From Eq. (3.4), we can 
see that the transmission time of a data message includes two components of time, where one is 
the frame time and the other is the data signal propagation time. Generally, the frame time is on 
the order of millisecond and dominant in the data transmission time, while the data signal 
propagation time is on the order of microsecond and negligible. In other words, the transmission 
time is fieldbus-dependent and determined by the network parameters of the fieldbus such as the 
data length and rate.  
 

3.2.3 Control loop time 
 

Substituting the respective terms in Eq. (3.1) with Eq. (3.2), we can rewrite the control loop 
time TL as the following equation. 

oapaiaocpcicotptitL TTTTTTTTTT ++++++++=                       (3.5) 

According to the previous analysis, Tit and Toa can be negligible or included in their respective 
data processing times Tpt and Tpa. Also, we have Tot+Tic=Tdctc and Toc+Tia=Tdcca. Thus, 

padccapcdctcptL TTTTTT ++++=  ,                                     (3.6) 

where Tpt, Tpc and Tpa are the data processing times of transmitter node, controller node, and 
actuator node, respectively. Tdctc and Tdcca are the data communication times from transmitter node 
to controller node and from controller node to actuator node, respectively.  

Similarly, for complex control applications, the general control loop time of a control task in 
the FCS can be represented by Eq. (3.7). 
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,                                                (3.7) 

where TL  is the control loop time. i
compT  is the time taken by the i th computation task and 

j
commT  the time taken by the j th communication task. N and M are the numbers of computation 

tasks and communication tasks included in the control task respectively. These numbers depend on 
the complexity and configuration of a user control application. In the case of Figure 3.2, N=3 and 
M=2.  

If TL is constant, the loop control task becomes accurately periodic. However, based on our 
previous analysis, TL practically cannot be constant and has more or less variation due to many 
factors. We can use the period jitter JT defined by Eq. (3.8) as an index to measure the magnitude 
of the variation.  

minTTJ LT −=  ,                                                      (3.8) 

where Tmin is the minimum period occurring in the control loop. JT is a random variable, which has 
some kind of distribution. 

The period jitter degrades the performance of the control loop. The jitters are mainly caused 



 

29 

by program synchronization and communication and to a lesser degree by transmitters and 
actuators (Dietmar et al., 2001). The medium access control method of fieldbus and the traffic load 
on the fieldbus are the main causes of jitters. The sampling and control period of the fieldbus 
control loop Tcp is closely related to the control loop time TL. The stability condition for normal 
operation of the fieldbus control loop is as follows: 

cpL TT ≤ .                                                          (3.9) 

It should be noted that here the stability is for the communication and computation of the 
fieldbus control loop, not for the control. Equation (3.9) gives the lowest bound for the control 
period of FCS. The bound is obtained by considering communication and control computation at 
the same time. The communication tasks and the computation tasks are not independent, but have 
a precedence relationship with each other as shown in Figure 3.2. Therefore, TL is the feasible and 
minimum control period. In some FCSs such as the FOUNDATION Fieldbus-based FCS, a 
constant Tcp that overly satisfy the condition given by Eq. (3.9) is selected manually during 
configuration in order to avoid the period jitter. Thus a margin time is produced, and according to 
Eq. (3.7) the control period  
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 ,                                  (3.10) 

where Tmargin is the margin time that can guarantee the completion of the computation tasks and 
communication tasks within a control period. The margin time sometimes includes the time cost 
for tasks scheduling. The margin time acts similarly as a buffer to avoid the effect of period jitter 
but makes the control period longer.  
 

3.3 Determination of control period in FCS 
 

From Eq. (3.10), the control period Tcp depends on two components: computation time and 
communication time. These times further depend on the design principles and the type of fieldbus 
used in the FCS. Therefore, a common formula of control period that is suitable for any FCS 
cannot be obtained. The FOUNDATION Fieldbus-based FCS is chosen as a study example of the 
timing analysis since it is the most typical of FCSs used in process control. 

 
3.3.1 Time taken by computation tasks 

 
Computation tasks compose the execution of all algorithms contained in the function blocks 

in a user control application. The architecture of the FOUNDATION Fieldbus-based FCS is 
designed to support the function block model in its user layer. The function blocks implement 
elementary field device functions, such as analog input (AI) functions, 
proportional-integral-derivative (PID) control algorithm, and analog output (AO) functions.  

As shown in Figure 3.5, the function blocks are composed of a complete complement of 
parameters, algorithms, and events. Their algorithms perform input, output, calculation, and 
control functions for the application system. For process input and output functions, they are 
locally linked to transducer blocks that interact with device-specific I/O hardware. 
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The control function block can be implemented in any fieldbus device. For example, the 
function block of a PID controller can be embedded in a transmitter, a valve positioner, or a 
hardware controller. Therefore, control functions can be distributed in the factory floor level and in 
different field devices. 

 

 

Figure 3.5: Compositions of function block (Fieldbus Foundation, 1996) 
 
Each function block takes an execution time, which depends on the complexity of the task 

algorithm and the power of the microprocessor used in the device. The execution time of a 
function block includes the computation time required by the computation task and the time 
required by a function block to produce data for its successor function block. Table 3.1 lists typical 
execution times for common function blocks, including AI, PID and AO in the FOUNDATION 
Fieldbus devices. The execution time of a function block ranges widely from 15 ms to 160 ms 
because different vendors and devices use different algorithms and different microprocessors, even 
for the same type of function block. The temporal characteristics of computation tasks can be 
described by the execution times of function blocks provided by the device vendor. 
 
Table 3.1: The execution time of function blocks (DeltaVTM website) 

                   
Function blocks 

Vendors& Devices 

AI 
Execution 

Time 
TAI 

PID 
Execution 

Time 
TPID 

AO 
Execution 

Time 
TAO 

Rosemount, Pressure Transmitter (3051) 30 ms 45 ms ---- 
Rosemount, Temperature Transmitter (3244) 45 ms 100 ms ---- 
Yokogawa, Mag Flow Meter (ADMAG AE100) 100 ms 160 ms ---- 
Rosemount, Mag Flow Meter (8742) 15 ms 25 ms ---- 
Fisher Controls, Digital Valve Controller 
(DVC5000f) 

---- 160 ms 80 ms 

Smar, Fieldbus to Pneumatic Signal Converter 
(FP302) 

---- 67 ms 106 ms 
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3.3.2 Time taken by communication tasks  

 
In the FOUNDATION Fieldbus, the bandwidth of the fieldbus is divided into two parts: a 

window for periodic data transfer and a window for asynchronous data transfer as shown in Figure 
3.6. The number of the two types of windows in a control period depends on the configuration of 
the user control application. 

 

 
The FOUNDATION Fieldbus uses the scheduling technique as discussed in Section 2.4.5 to 

transmit the periodic data. Each periodic communication task contains the transfer of two frames: 
the CD (Compel Data) frame and the DATA (Data) frame. The CD frame is used to schedule the 
transfer of periodic data. Each transfer of a periodic data frame requires a transfer of the 
corresponding CD frame. Each CD that arrives to the fieldbus has an associate bandwidth 
requirement. In the synchronous window, all transfers are real time data and require equal 
bandwidth. However, for the asynchronous window, the non real time data may require different 
amounts of bandwidth. The time spent for each periodic communication task is represented as the 
sum of the two transferring times of a CD frame and a DATA frame as given in Eq. (3.11).  

commT = CD
frameT + DT

frameT  ,                                               (3.11) 

where commT  is the time required by each periodic communication task, and CD
frameT  and DT

frameT  

are the transferring times required by a CD frame and a DATA frame, respectively. According to 
Eq. (3.3), the frame time is 

posttxywaitpreframe TTTTT +++=  ,                                      (3.12) 

where frameT can be CD
frameT or DT

frameT . Tpre and Tpost depend on the complexity of the protocol and 

the power of the microprocessor used in the device. For example, a CD frame goes through fewer 
protocol layers than a DATA frame. Consequently, the transfer of a CD frame through the filedbus 
protocol layers should take less time than that of a DATA frame. In practice, Tpre and Tpost are 
difficult to measure separately. However, for the FOUNDATION Filedbus, the fieldbus idle time 
Tidle between two consecutive frames is approximately equal to Tpre +Twait +Tpost because there is 
no preemption during this interval of time. However, for the fieldbus using the random medium 
access control method, possible preemptions must be considered in the measurement of Tpre +Twait 

Periodic data Periodic data Alarm data Management data

Synchronous  
window 

Asynchronous 
window 

Synchronous  
window 

Control period

Figure 3.6: Communication window within a control period 
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+Tpost. Therefore, Tpre +Twait +Tpost is a random length of time depending on the traffic load and 
must be estimated through experiments using a specific fieldbus analysis tool. Twait, the waiting 
time, is random for any fieldbus using the random medium access control method. For the 
FOUNDATION Fieldbus using the scheduling method, Twait can be considered to be zero.  

For the FOUNDATION Fieldbus using the scheduling method to control the medium access, 
considering Eqs. (3.4) and (3.12), and ignoring the propagation time in Ttxy, Eq. (3.12) can be 
rewritten as Eq. (3.13). 

frameT = idlefmxy TVN +× /8  ,                                           (3.13) 

where Nmxy is the byte length of a frame transmitted from node x to node y, which includes the 
frame overhead and the frame data. Vf  is the transmission bit rate of the fieldbus (bits/second). 
 

3.3.3 Configuration of function blocks 
 

In the FCS, any user application is specified through a configuration of function blocks. The 
configuration is set up to assign the computation tasks and the communication tasks to fieldbus 
devices. The types and numbers of function blocks and communication links are determined by 
the configuration, and therefore the time spent on computation tasks and communication tasks is 
determined. Any user application can be implemented through different configurations, which 
take various times for computation tasks and communication tasks. The control period for these 
configurations will be different. 

Consider the simple closed loop control shown in Figure 3.7, which is mostly used in process 
control. In the FOUNDATION Fieldbus-based FCS, we have the configuration for the control loop 
shown in Figure 3.8. There are three function blocks, AI (analog input), PID 
(proportional-integral-derivative) and AO (analog output), and three links in the closed control 
loop. The function blocks and three links are distributed in the fieldbus devices. The AI function 
block is located at a transmitter and provides the measurement of the controlled variable to the 
PID control function block through the link between the AI and PID function blocks. The AO 
function block is located at an actuator, receives the control command from the PID control 
function block, and outputs the manipulated variable to the plant through the link between the PID 
and AO function blocks. Once the transmitter and the actuator are determined, the function blocks 
of AI and AO are located. However, the PID function block can be located at a controller, a 
transmitter, or an actuator. Each configuration will cause a different traffic load on the fieldbus. 
The feedback link from ‘bk_out’ to ‘bk_in’ between the AO and PID function blocks is for output 
tracking, which is used for controller mode transfer between ‘Auto’ and ‘Manual’. 

 
 
 
 
 
 
 

Figure 3.7: Block diagram of fieldbus control loop  

Fieldbus 
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All the links between the function blocks can be implemented internally or externally. If two 

linked function blocks are located in a single device they can be linked internally. Otherwise, they 
have to be externally linked through the fieldbus. External link will increase the traffic load on the 
fieldbus. A configuration having the most internal links and the less external communication links 
will produce the least traffic load on the fieldbus and therefore take a minimal communication 
time. Furthermore, less communication links mean higher reliability. Table 3.2 illustrates the 
number of links for three different configurations for the simple control loop shown in Figure 3.7. 
In configuration 1 the PID function block is located at the actuator with the AO function block. In 
configuration 2 the PID function block is located at the transmitter with the AI function block. The 
configuration 3 locates the PID function block at the controller. The configuration 1 only has one 
external link and will take the shortest communication time. The configuration 3 has three external 
links and will take the longest communication time. 

 
              Table 3.2: Three different configurations for a simple control loop  

Configuration Place of AI Place of PID Place of AO Number of 
internal links 

Number of 
external links

Configuration 1 Transmitter Actuator Actuator 2 1 
Configuration 2 Transmitter Transmitter Actuator 1 2 
Configuration 3 Transmitter Controller Actuator 0 3 

 
3.3.4 Control period analysis 

 
To implement a closed control loop, the communication and computation tasks have to be 

executed periodically at precious instants. They must be accurately scheduled within a control 
period. The scheduling of these tasks includes determining what tasks should be executed and at 
what time instant. Different FCSs have different scheduling mechanism. The FOUNDATION 
Fieldbus uses a clock-driven approach for the scheduling. There is a globally synchronized timer 
in the system for this purpose. Figure 3.9 illustrates the scheduled execution times for the 
configuration 1 of the simple control loop shown in Figure 3.7.  The only external 
communication link in the configuration 1 is scheduled at the time slot 20 to 30 with the label 
‘Synchronous window’. The rest time slots are available for asynchronous data. The function 
block AI is executed at the time slot 0 to 20, the PID and AO at the time slot 30 to 50 and 50 to 70. 
The margin time is at the time slot 70 to 90.  

For the simple closed control loop shown in Figure 3.7 with the configuration 1, the control 
period Tcp is determined by Eq. (3.14):  

AI 
in    out 

bk_in   PID 
in               out 

AO 
in      bk_out 

Figure 3.8: Configuration of function blocks for a simple control loop 
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inmAOPIDAIcommcp TTTTTT arg++++=  ,                                 (3.14) 

where TAI, TPID and TAO are the execution times of the AI, PID and AO function blocks, 
respectively. Tmargin is the margin time. Tcomm is the time required to complete one communication 
link task between two function blocks over the fieldbus. It includes the transfer times for both a 
CD frame and a DATA frame as shown in Eq. (3.11). 

For multiple control loops, if these loops have different control periods a multi-cycle 
scheduling method is required. If these loops have the same control period, a monocycle 
scheduling method is used. The monocycle scheduling method is much simpler than the 
multi-cycle method. The FOUNDATION Fieldbus uses the monocycle scheduling method, and the 
control period is formulated as Eq. (3.15).  

cpT = inmAOMAXPIDMAXAIMAXcomm TTTTTM arg++++⋅  ,                    (3.15) 

where TAIMAX, TPIDMAX and TAOMAX are the maximum execution times of the AI, PID and AO 
function blocks used in the fieldbus devices. M is the total number of the communication links 
over the fieldbus for the multiple control loops, and is determined by the configuration of each 
control loop. Each communication link takes a same communication time because the byte length 
is identical for all data transferred among the function blocks. 
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3.4 Experimental study 
 

3.4.1 Experimental setup 
 

The layout of the FCS used in our experiments is shown in Figure 3.10. The system consists of 
an analysis station, two operator stations, a control station, a water tank, and three fieldbus devices: 
a temperature fieldbus transmitter, denoted as TT; a differential pressure fieldbus transmitter, 
denoted as LT; and a fieldbus control valve, denoted as LV. The three fieldbus devices were 
provided by the Emerson group, and are connected with each other and with the control station via 
a fieldbus segment using a tree topology. The control station and the two operator stations are 
linked together via an Ethernet network. The analysis station is connected to the fieldbus segment 
with a fieldbus interface card provided by NI Inc. to monitor the fieldbus communication 
activities. 

Using the analysis station, all the communication activities on the fieldbus can be monitored 
and recorded. Figure 3.11 shows a snapshot of a monitoring window on the fieldbus. It contains all 
of the information sent on the fieldbus over a period of time. The information includes the 
message type such as CD frame and DATA frame, byte length, the starting time and the ending 
time of each activity, and the fieldbus idle time between two consecutive messages, and the 
control period. 
 

 

   Figure 3.10: Layout of FCS 
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Figure 3.11: Snapshot of message activities on fieldbus 
 

 
3.4.2  Experimental results 

 
Experiments were conducted in three different configurations for the liquid level control loop 

as shown in Figure 3.10. In configuration 1, the PID function block is located in the fieldbus 
control valve LV, and there is only one communication link for the data transfer of the liquid level 
from the transmitter LT to the valve LV over the fieldbus. In configuration 2, the PID function 
block is placed in the transmitter LT, and there are two communication links between the 
transmitter LT and the valve LV. The feed-forward link is from the transmitter LT to the valve LV 
over the fieldbus. The other link is from the valve LV to the transmitter LT, which is used for 
tracking the AO output. There are three communication links over the fieldbus in configuration 3, 
where the PID function block is placed in the temperature transmitter TT. The three links in 
configuration 3 are one from LT to TT, one from TT to LV, and one from LV to TT. These three 
configurations are summarized in Figure 3.12.  
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Figure 3.12: Three configurations of liquid level control loop 
 

Table 3.3 illustrates the time spent on each periodic communication task. The experimental 
results are highlighted in bold. The data transferred among function blocks have an identical 
number of data bytes, i.e., 23. The number of the CD frame has 9 bytes. The transmission time Ttxy 
and the fieldbus idle time Tidle for the CD frame and the DATA frame are recorded in Table 3.3. 
The calculated results of Ttxy according to Eq. (3.4) by ignoring the propagation time are also 
given in Table 3.3. There is no error between the calculated results and the experimental results in 
Ttxy. The reason should be that the results presented by the monitoring tool are also calculated 
based on the same formula. This validates partially the correctness of our analysis. The time spent 
for transferring a frame, Tframe, is given out in Table 3.3 by Eq. (3.13). The time spent for each 
periodic communication task, Tcomm, is calculated based on Eq. (3.11), and the result is 14.42 ms.  

 
Table 3.3: Results of communication time between function blocks (Vf =31.25 kbits/second) 

Ttxy  (ms) Frame Noverhead 

(bytes) 
Nmessage 

(bytes) 
Nmxy 

(bytes) Calculated Measured 

Tidle 

(ms) 
Tframe 

(ms) 
Tcomm 

(ms) 

CD 6 3 9 2.304 2.304 3.097 5.401 
DATA 6 17 23 5.888 5.888 3.131 9.019 

14.42

 
Table 3.4 illustrates the control period and its time component in three different configurations 

for the liquid level control loop. Only the control periods Tcp are the measurement results. The 
communication time Tcomm is obtained from Table 3.3. The execution times of the AI, PID, and AO 
function blocks, denoted as TAI, TPID, and TAO, are given in the device specifications. The margin 
time Tmargin is calculated by using Eq. (3.10).  
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Table 3.4: Time components of a control period for three different configurations 
Different 

configurations 
AI, TAI 

Device,(ms) 
PID, TPID 

Device ,(ms)
AO, TAO 

Device ,(ms)
Tcomm 

(ms) 
Tmargin 

(ms) 
Tcp 

(ms) 

Configuration 1 LT, 30 LV, 160 LV, 80 14.42 215.552 499.972
Configuration 2 LT, 30 LT, 45 LV, 80 28.84 316.197 500.037
Configuration 3 LT, 30 TT, 100 LV, 80 43.26 246.709 499.969

 
3.4.3 Discussions 

 
Table 3.4 shows the following facts: 

 The execution times of the function blocks and the margin time are dominant, taking about 
90% of the control period, whereas the communication time is secondary, taking less than 
10%;  

 The execution time of the PID function block will be different if located in different fieldbus 
devices. For example, if the PID function block is located at the transmitter LT the execution 
only takes 45 ms; if located at the fieldbus control valve LV the execution will take 160 ms; 

 Different configurations take different communication times; 
 The margin time shows the potential of reducing the control period for each configuration. 

In order to reduce the control period the PID function block must be located at a fieldbus 
device where the execution time is minimal. Also an appropriate configuration must be chosen to 
reduce the number of the communication links. The minimum control period can be estimated by 
taking the margin time being zero for each configuration. The most commercial FCSs have a 
minimum control period of 500 millisecond (ms). For most process plants, which often have a 
minute-level order of time constant, 500 ms is an acceptable control period. But for a fast plant 
with a second-level order of time constant, this is too long to achieve a good control performance. 
The control period analysis should be carried out to reduce the margin time, the communication 
time, and the execution times of the function blocks. In addition, the communication time 
occupying less than 10% of a control period indicates that the control period is not sensitive to the 
fieldbus transmission speed.  
 
3.5 Effects of time delays and jitter of fieldbus on performance criteria 
 

Delays in a control loop are widely known to degrade system performances of a control system, 
so are the delays of computations and communications in the FCS. In order to evaluate the 
performance of control system, we select some performance criteria, which include IAE and ITAE. 
These two criteria are often used in process control. IAE is the integral of the absolute value of the 
error, and ITAE is the integral of the time multiplied by the absolute value of error. These are 
represented as follows: 
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where t0  (k0 )  and tf  (kf ) are the initial and final times of evaluation period in continuous 
(discrete) time and e is the error between the actual and reference trajectories. ITAE weighs later 
errors heavier and discounts the transient response, whereas IAE weighs all errors equally.   

In the FCS, there are two kinds of time delays, which are the computation time delay and the 
communication time delay. We study the effects of these two delays on the performance criteria 
mentioned above. The effect of the control period jitter is also investigated.  

In order to visualize the effects of the time delays and the jitter on the performance criteria, we 
use the most common PID control law and the most common plant model of the first order plus 
time delay in process control. The open-loop transfer function of the plant model and the discrete 
control algorithm of the PID controller are given by Eqs. (3.18) and (3.19). 
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where SP(tk) and PV(tk) are the setpoint and process variables of the controller, respectively, Co(tk) 
is the output of the controller, and Kc, Ti,  and Td are the proportional gain, integration time and 

derivative time of the controller, respectively. it∆  or kt∆ is the sampling period of i th or k th 

sampling instance, and it is variable with time on the fieldbus. The parameters SP=2, Kc=1, Ti=0.2, 
and Td=0.  

Figures 3.13, 3.14 and 3.15 show the simulation results of the effects of the time delays and 
the jitter on the performance criteria. The results shown in the figures include the effects of 
following changes: the increase of the control period including computation times and 
communication times, the proportion changes of the communication times to the control period, 
and the changes of the jitter range, respectively. The details for modeling and simulation will be 
described in Chapter 6. Only the simulation results are presented here. During simulation, the 
range of control period is changed by considering the lowest bound given in Eq. (3.9). That is, the 
stability of communication and computation is guaranteed during simulation. We don’t allow the 
free change of the period independently unlike some researches (Lian, 2001; Walsh et al., 2002). 
We think that the period change without considering the control application will result in 
unrealistic results.  
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Figure 3.13: The effects of control period changes on IAE and ITAE 

when jitter of the control period is zero. 
 

 
Figure 3.14: Effects of proportion changes of communication or  

computation times to the control period on IAE and ITAE 

when the control period is constant and 11=∆ it . 

 
 

Figure 3.15: Effects of changes of jitter range on IAE and ITAE  

when the minimum control period 11min =T . 
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Figures 3.13, 3.14, 3.15 show the following facts: 

 The system performance degrades with the increase of the control period including the 
computation and communication time delays. The larger the delay, the worse the performance. 

 For a given control period, the proportion changes of the communication or computation 
times to the control period have no effects on performance criteria IAE and ITAE. It says that 
the different time delay components in the control loop, including the communication delays 
and the computation delays in different fieldbus devices have the similar influence on the 
control performance. This result tells us the fact that the different delay components are 
commutative for a given control period from the control point of view. 

 The jitter has a bad effect on the performance. However, a small range of period jitter doesn’t 
result in a severe influence on the control performance. Therefore, a small range of period 
jitter is allowed in the FCS. 

 There is an upper bound for the time delay and the jitter of fieldbus. The control system will 
become unstable if this upper bound is exceeded.  
Except the performance criteria of IAE and ITAE, other performance criteria such as the 

overshoot and the settling time can also be used to evaluate the effects of the time delays and jitter 
in the FCS. In the study of Tipsuwan and Chow (2003), obvious system performance degradations 
are the higher overshoot and the longer settling time when time delays exist in the control loop of 
the FCS. Figures 3.16 and 3.17 show the results of our simulation for the effects of the time delays 
and jitter on overshoot and settling time in the FCS.  
 

   
 

Figure 3.16: Effects of control period changes on overshoot and settling time 
when jitter of the control period is zero. 
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Figure 3.17: Effects of changes of jitter range on overshoot and settling time  

when the minimum control period 4min =T  

 

3.6 Summary 
 

The timing characteristics of the FCS are analyzed in details. First the control period in the 
FCS for a control loop is formulated and analyzed. It is equal to the sum of the execution times 
required by the function blocks distributed in fieldbus devices, the communication times between 
these function blocks, and the margin time reserved to guarantee all of the periodic tasks to be 
completed within a control period. The methods of determining these times are given. The stability 
condition for normal operation of the fieldbus control loop is obtained. This condition gives the 
lowest bound for the control period of FCS. The bound is obtained by considering the 
communication and the control computation at the same time. The stability condition also 
represents that the communication tasks and the computation tasks are not independent from time 
point of view, but have a precedence relationship with each other. The analysis and experimental 
results show that the execution times and the margin times are dominant in a control period, 
whereas the communication time is secondary, and also the execution time of the PID function 
block might be different if located at different fieldbus devices. Therefore, in order to shorten the 
control period the PID function block must be located at a fieldbus device where the execution 
time is minimal. Also an appropriate configuration must be chosen to reduce the number of the 
communication links. 

The effects of communication times, computation times, and the jitter of control period on 
the performance of control are discussed by evaluating the performance criteria IAE, ITAE, the 
overshoot, and the settling time based on the simulation results. In general, the increases of 
communication times, computation times, and the jitter of control period will worsen the control 
performance, and the larger these times and jitter, the worse the control performance. For a given 
control period, the distribution changes of computation or communication times in the control 
period have no effects on the control performance. This result tells us the fact that the different 
delay components are commutative for a given control period from the control point of view. 
There are upper bounds for the delays of communication time, computation time, and the jitter of 
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control period, respectively, for a given performance criteria. In an extreme case, the fieldbus 
control system will become unstable if the delays of these times and the jitter exceed the upper 
bound.  

To overcome the bad effects caused by the delays of communication time, computation time, 
and the jitter of control period, and to guarantee the control performance of FCS, two approaches 
can be considered. One is to reduce the dominant delays, i.e. computation times in the control 
period. The other is to design specific control algorithms for FCS. These two topics will be studied 
in Chapter 5.  
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Chapter 4 

Evaluation of Fieldbuses 

4.1 Introduction 
 

At present, there are more than 50 different names (Thomesse, 1999) of available fieldbuses 
such as FOUNDATION Fieldbus, Profibus, Interbus, WorldFIP, Lonworks, CAN, DeviceNet, 
SwiftNet, P-net and so on. Although IEC approved the IEC 61158 proposal for an international 
fieldbus standard at the end of 1999, the standard actually comprises eight different fieldbus 
protocols. So the fieldbus confusion to users still exists. On the other hand, the fieldbus 
technology and the products based on it are getting more and more applications in the 
instruments and control systems of different areas because of their unique advantages. Thus 
many issues arisen from fieldbuses need to be researched. One of them is the evaluation when 
users face so many types of so-called fieldbuses.  

Some comparison and evaluation work for the performance of five fieldbuses that are 
FOUNDATION Fieldbus, Profibus-DP, DeviceNet, WorldFIP and SwiftNet has been done by 
Crowder (1996). And the following evaluation indices: bus capacity, scan rate, bus and segment 
length, cycle error and jitter were used. Durante and Valenzano (1999) studied how the protocol 
parameters in IEC 61158 fieldbus affect the average response time and the throughput for acyclic 
data exchanges. The differences of data link layer of Profibus and IEC fieldbus were examined 
by Vitturi (2000) and two indices of evaluation including the cycle time and medium access 
efficiency were analyzed. There are two lacks for the evaluation research of fieldbuses. One is 
that the evaluation is only done from one or two aspects of fieldbus, most on its time 
performance, lacking complete evaluation. The other is that the evaluation is considered less with 
the user standpoint and the specific requirements of fieldbus, most only from communication 
point of view as done in general network research. In this chapter, we will first analyze the 
requirements of fieldbuses. Then we will propose a hierarchy performance criteria based on the 
hierarchy model of the fieldbus protocol. A complete set of evaluation metrics, both quantitative 
and qualitative, will be given while considering the special requirements of fieldbus. Finally, The 
FOUNDATION Fieldbus (Fieldbus Foundation, 1996) will be studied through experiments and 
simulation as a case. The measurement technique for the dynamic indices of fieldbuses is 
discussed. In order to support users’s judgment, the evaluation results of the static indices for 
several fieldbuses are showed, and some guidelines for fieldbus selection are given.  
 

4.2 Requirement analysis of fieldbus 
 
Typically, fieldbuses are used in distributed applications to monitor and control a 

manufacturing process such as automotive industry, textile machinery, factory automation, 
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semiconductor fabrication, electronics manufacturing, food and beverage, chemical processing, 
and so on. To effectively evaluate fieldbuses, the requirements for fieldbus should be understood 
clearly. There are some special requirements that fieldbus must satisfy. We will discuss these 
requirements from both the communication and control application points of view in the 
following. 

 
4.2.1 Requirement of data communication 

 
Industrial information needing to communicate between devices can be put into the 

following three classes, depending on the nature, size and the timing requirement of the 
information (Cena at al., 1995).  

 Urgent data  
The data related to important events that happen at unpredictable times, such as alarm data, 

often need to be transmitted as soon as possible. Such data are called urgent data. 
 Cyclic data 

The data that are produced and need to be transmitted periodically are considered as cyclic 
data. Cyclic data transmission via fieldbus requires real time communication. This means that 
data delivery delay must be bounded. For example, the data from sensor to controller and from 
controller to actuator in a closed-control-loop based on fieldbus are all cyclic data. 

 Sophisticated operation data 
This class of data that generally has a larger size of message than the two classes of data 

above is related to the sophisticated operation of user, such as parameter changing and program 
downloading as well as device diagnosis and etc. 

These three classes of data have different features and different communication requirements. 
The cyclic data are deterministic because the transmission time of them can be known in advance. 
However, the urgent data and sophisticated operation data are random because their producing 
times are unpredictable. The cyclic data and urgent data all have the requirements with tight time 
constraints that are called real time or time critical requirements. The transmission deadlines for 
these two classes of data should be guaranteed. The sophisticated operation data has no particular 
timing constraints, but high throughput is often desirable. The data communication requirements 
of manufacturing and control applications have been summarized by Thomesse and Chavez 
(1999).  
 

4.2.2 Environmental requirement 
 

The environment in which fieldbuses have to operate is very different with that of LAN, 
which is usually installed in the office building, whereas the environment of fieldbus is generally 
the outdoor field of factory or manufacturing where noise usually, and even explosive 
atmosphere exist. And the physical area of the environment is usually very large. The cost and 
complexity of cabling become important because of the long distance often more than 1 
kilometer. Due to these reasons, the physical layer of fieldbus protocol often needs to satisfy the 
following requirements:  

 High reliability 
The reliability is always the first position issue for any device with which the fieldbus 
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interlinks due to the safety of factory production. To improve the reliability and fault tolerance of 
the system, some measures for error detection, noise immunity and redundancy technique should 
be taken. 

 Long distance transmission  
Long distance transmission is necessary for fieldbus to connect devices in a large factory area. 

This requirement is often achieved by reducing the data transmission rate and using special 
signaling method. 

 Intrinsic safety (MTL Instruments Group, 2001) 
Intrinsic safety is a technique that is based on the principle of restricting the energy available 

in hazardous area circuits such that any sparks or hot surfaces that may occur as a result of 
electrical faults are too weak to cause ignition. To achieve this requirement, low-power technique 
in electronic circuits is necessary. 

 Bus powered 
Bus powered means that the same cable with a pair of twisted-wires is adopted for 

transmitting data and also for supplying power to the device at the same time. Thus the cost of 
cable installation and maintenance can be reduced effectively. 

 
4.2.3 Requirements of distributed functions 

 
As we all know, one of the important advantages for a network system is its ability of 

distributed calculation. Such ability normally behaves in the form of configurable and different 
function blocks, which are implemented by the various algorithms embedded or downloaded in 
fieldbus devices, such as the PID control algorithm in a fieldbus transmitter. Different types of 
fieldbus devices contain different function blocks. So a user can make use of all the function 
blocks by configuration to work together via fieldbus in order to achieve the whole function of 
the system. Therefore, distributed user function is an important requirement when the fieldbus is 
considered as the backbone of a control system, not only a signal transmission network. 

 
4.2.4 Requirements of interoperability 

 
Interoperability concept has been discussed detailed by Thomesse (1999). Here it represents 

the application interoperability. Interoperability is a property that ensures that several items of 
equipment from different vendors can be integrated into a single network to ‘work’ together for a 
given goal, or the capability of one piece of equipment to work within an existing system, 
without requiring custom equipment or tool development. Interoperability requirement is higher 
than the openness and the interchangeability that allows failed equipment could be replaced by 
similar equipment, even from another vendor. 

Of course, there are also other general requirements for fieldbus, such as low cost and 
maintainability and etc., apart from those discussed above. 
 

4.3 Fieldbus performance criteria 
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4.3.1 General items of evaluation  
 

To evaluate the fieldbuses, some general items must be considered the same way as we often 
do, such as reliability, cost and maintainability, etc. 

 
4.3.2 Evaluation criteria of physical layer  

 
 Maximum data rate (MDR) 

The maximum data rate is closely related with the type of medium the fieldbus uses. The 
maximum data rate should be given for the twisted pair wire, which is the most common medium 
of the fieldbus. Some fieldbuses use a fixed data rate, others allow a range of data rates. 

 Maximum segment length (MSL) 
The length is inverse proportional to the data rate. It also depends on the medium of the 

fieldbus. Thus the maximum segment length must be specified with a given data rate and the 
medium of twisted pair.  

 Maximum number of segment nodes (MSN) 
This index reflects the node capacity of a filedbus, i.e. the maximum number of devices that 

can be connected on one fieldbus segment without any repeater. 
 Topology (TOPLG) 

More topology means more flexibility of fieldbus wiring. The topology of bus and tree are 
the most common for fieldbuses. 

 Medium types (MT) 
The communication media include twisted pair wire, coaxial cable, fiber optic cable, RF, 

power line, IR and others. Some fieldbuses only support single medium, others support more.  
 

Table 4.1: Characteristics of typical medium (Reza, 1994) 
Characteristics Twisted 

paire 
Radio Power line Coaxial Infrared Fiber optics 

Typical range, 
meters 

1-1000 50-10000 10-5000 10-10000 0.5-30 10-10000 

Typical data 
rate, kbit/s 

0.3-2000 1.2-9.6 0.06-10000 300-10000 0.05-20 1-100000 

Relative node 
cost, US$ 

$10-$30 $50-$100 $50-$150 $30-$50 $20-$75 $75-$200 

Typical 
installation cost 

Low --- None-low Medium ---- Medium-high

 
 Intrinsic safety support (ISS) 
 Bus powered support (BPS) 
 Transmission mode (TM) 

Signal transmission in the physical layer can be implemented in two modes: synchronous or 
asynchronous. Synchronous transmission needs to use components designed and developed 
specially. It has high efficiency, but at high cost. Asynchronous transmission can be implemented 
cheaply and easily, but with less efficiency.  
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4.3.3 Evaluation criteria of data link layer 

 
 Cyclic data support (CDS) 

This is to evaluate the medium access mechanism used in data link layer whether it supports 
hard real time communication for cyclic data. The centralized scheduling method and pass token 
method meet such requirement, but the CSMA method without any modification doesn’t. The 
cycle jitter index can be used to evaluate this performance quantitatively. Generally speaking, 
cycle jitter is acceptable if real time transmission is supported.  

 Message priority support (MPS) 
This is also to evaluate the medium access mechanism. Priority is a mechanism to transmit 

messages according to their importance.  
 Large size message support (LMS) 

This index reflects the ability of a fieldbus to support the sophisticated operation. If the 
sophisticated operation data consist of several separate short frames, the transmission efficiency 
will be low.  

 Efficiency of message (frame) 
Efficiency of message EM is defined the ratio of user data length to the total length of 

message transmitted as indicated in Eq. (4.1). Different types of messages for different user 
functions have various efficiencies. 

SUM

UD
M N

NE =  ,                                                        (4.1) 

where SUMN = UD

n

i
Li NN +∑

=1

 ,                                              (4.2) 

and where NUD is the length of user data for an application, NLi is the length of protocol control 
data or overhead in sublayer i of fieldbus protocol profile. n is the number of fieldbus protocol 
layers and depends on types of fieldbuses. The length is the number of bytes or bits. 

 Synchronization support (SS) 
Synchronization is an ability to achieve synchronous data and operation among different 

devices on fieldbus. 
 Fault tolerance 

 
4.3.4 Evaluation criteria of application layer  

 
 Response time 

This index specifies the time needed from data requirement to data reception. It is not static, 
but varies with practical applications. It should be guaranteed to a limited time interval for time 
critical data.  

 Period jitter 
    This index specifies the variance of period for cyclic data transfer via the fieldbus. 

 Acknowledged service support (ASS) 
For important data transmission, acknowledged service is necessary to be most reliable. 
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 Efficiency of fieldbus 
The efficiency of fieldbus EF is defined by Eq. (4.3). 

SUM

DM
F T

TE =  ,                                                     (4.3) 

where SUMT = WOMDM TTT ++ ,                                             (4.4) 

and where TDM is the time used to send the user data message, TOM is the time spent to send the 
necessary operation messages such as management or control messages to complete the 
transmission of the user data message, TW is the sum of all waiting times from the start of data 
requirement to the end of data reception. The efficiency of fieldbus is closely related with both 
the fieldbus protocol and the practical application configuration. Hence, it is an index 
representing the working efficiency of fieldbus. 

 
4.3.5 Evaluation criteria of user layer  

 
 Distributed functions support (DFS) 

The distributed functions here specifically refer to the configurable functions implemented 
by the algorithms distributed in fieldbus devices. The ability to support distributed functions is 
necessary when the distribution calculation is required in the fieldbus system. This index is a 
measure for the ability of fieldbus protocol provided for device user. 

 
 Interoperability support (IS) 

Interoperability is one of the most important issues concerned by device end user. This 
ability can be specified by either the protocol profile or a separate application profile. Apart from 
the specific profile, the interoperability is also guaranteed through the specific test carried out by 
a specified organization. More details about interoperability are discussed by Thomesse (1999). 
 

4.4 Evaluation techniques 

 
4.4.1 Evaluation techniques 

 
The complete set of evaluation items and indices for fieldbus performances is determined as 

above from various aspects of fieldbus. Sequentially, we need to find answers for these 
evaluation items and indices. Some of them are easy, but some are difficult. Some only need Yes 
or No. Some must be calculated comprehensively based on experimental data or a specific model. 
Some are static and only depend on the protocol itself. Others are dynamic and vary with the 
design and running of the application case. The static indices can be known directly from the 
protocol specification or by some analysis and calculation.  

But for the dynamic indices, they are difficult to calculate because they vary with the 
application configuration. To get the dynamic indices, there are two main approaches: 
measurement techniques and simulation techniques. The measurement techniques can be applied 
only when a real system or a prototype of it is available. And some platform or tool of hardware 
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and software are needed. It costs more money and time. However, the measurement results are 
realistic, reliable and believable. The simulation techniques need to define a model that 
represents the behavior of a system. Then the model is solved to get the performance indices of 
the model, which in turn are the estimate of the indices of the system The simulation model 
allows us to study the system in each phase of its life cycle, or rather in each design, 
development, set-up and modification stage (Gelenbe et al., 1999). The correctness and accuracy 
of the model are important and must be verified by the measurement techniques. In this chapter, 
we will use both the measurement technique and the simulation technique. 

 
4.4.2 The static evaluation indices of some fieldbuses 

 
We summarized the static indices of some fieldbuses in Table 4.2.  

 
Table 4.2: Static indices of fieldbuses 

    Name 
 
Indices 

FOUND
ATION 
Fieldbus 

(H1) 

Profibus 
-DP 

Profibus 
-PA 

FIP DeviceNet CAN LON 

MDR(kbps) 31.25   12000 31.25 2500   500 1000 1250 
MSL(m) 
@(kbps) 

1900 
@31.25 

  1200 
@93.75 

1900 
@31.25 

1900 
@31.25

500 
@125 

10000 
@5 

  2700 
@78 

MSN 32 32    32   32 64 110   64 
TOPLG Bus, 

Tree 
Bus Bus, 

Tree 
Bus, 
Tree 

Bus Bus  Bus, 
Free 

MT Wire Wire, 
Fiber 

Wire Wire Wire, 
Fiber 

Wire, 
Fiber 

Wire, 
Fiber, 
etc. 

ISS Yes   No   Yes  Yes   No  No   Yes 

BPS Yes   No   Yes  Yes   No  No   Yes 
TM Syn. Asyn. Syn. Syn. Syn. Syn.   Syn.  
CDS Yes   Yes   Yes   Yes   Yes No   No 
MPS Yes   Yes   Yes   Yes   Yes Yes   Yes 
LMS Yes   Yes   Yes   Yes   No No   Yes 
SS Yes   Yes   Yes   Yes   No   No   No 
ASS Yes Yes   Yes   Yes   Yes  Yes   Yes 
DFS Yes   No   Yes   Yes No   No   Yes 
IS Yes   Yes   Yes   Yes   Yes   No   Yes 

 
4.4.3 Calculation of some evaluation indices 

 
 Efficiency of message (frame) 

In order to calculate the efficiency of message, we need to analyze the structure of message 
(frame) in details. The analysis can be carried out manually or using specific tools. Through such 
analysis, the length of user data and the length of protocol overhead can be determined. Then the 
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efficiency of message can be calculated using Eqs. (4.1) and (4.2). Following is an example of 
calculating the efficiency of message for CAN fieldbus. For the CAN fieldbus (Navet and Song, 
2001),  

dNUD 8= , 

SUMN = ⎥⎦
⎤

⎢⎣
⎡ −+

++
4

1834847 dd  ,                                     (4.5) 

where d is the number of user data bytes, and ranges from 1 to 8. Therefore, the efficiency of 
message for the CAN is calculated according to Eq. (4.1). It ranges from 12.3% to 47.4% 
depending on the length of user data. The longer the user data, the higher the efficiency of 
message.  

The structure of a P-Net frame is shown in Figure 4.1 (Tovar, et al, 2002). With the number 
of the user data and the overhead shown in Figure 4.1, the efficiency of message for the P-Net is 
easily calculated to be 0% - 91.3%. It is concluded that the P-Net can have a high efficiency of 
message even more than 90%. 

 
                  Figure 4.1: Structure of a P-Net frame 

 
The LonWorks fieldbus has a complex structure of message PDUs (Protocol Data Units) with 

7 layers and several address formats. Therefore, it needs detailed analysis in order to calculate its 
efficiency of message. The details for the structure of Lontalk message PDUs are shown by 
Dietmar (2001). The efficiency of message for FOUNDATION Fieldbus depends on the types of 
message, periodic and non-periodic. It is calculated in Section 4.5. 
 

 Response time 
Media access delay is the main factor in determining the network response time, given a 

network topology (Reza, 1994). Therefore, different fieldbuses using different medium access 
methods will have different response times. We discuss the calculation problem of the response 
times for the CAN fieldbus as an example. 

For the CAN fieldbus, the worst-case response time with a reliable medium is studied by 
Navet et al. (2000). The worst-case response time Rm, which is defined as the longest time 
between the start of the task queuing m and the latest time that the message arrives to the 
destination processor(s), must be bounded for each frame by Dm, otherwise the timing constraint 
can not be guaranteed and the set of messages of the application is said to be non-schedulable. 

To calculate Rm, as the transmission time Cm and the jitter Jm can be upper bounded, we just 
have to compute the maximum time needed by the message to gain the arbitration (termed the 
“interference” time). A message m can be delayed by higher priority messages and by a lower 
priority message that has already obtained the bus (this time denoted as Bm is the transmission 
time of the biggest lower priority message). Thus, we have (Tindell et al., 1995) 

mmmm IJCR ++= ,                                                    (4.6) 
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where Im is the interference time, i.e., Bm plus the longest time that all higher priority messages can 
occupy the bus. Im is calculated as follows: 

n
mI = j

j

bitj
n
m

mhpj
m C

T
JI

B
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ ++
+

−

∈∀
∑

τ1

)(
 , (n=1, 2, ⋯⋯)                       (4.7) 

where bitτ  is the bit time, and hp(m) is the set of messages of higher priority than m. Cj is the 

transmission time of message j with dj data bytes. 

jC = bit
j

j

d
d τ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ +
++

4
834

847  ,                                         (4.8) 

where 47 is the size of the fixed-form bit fields of the CAN frame and ((34+8dj)/4) is the 

maximum number of stuff bits. Im is computed starting with 0
mI =0 until it converges. 

The formula of cycle time for the FIP and Profibus are given by Cena at al. (1995). The 
response time of the WorldFIP has been analyzed by Tovar and Vasques (2001). 
 

4.5 Experimental study 
 

A FOUNDATION Fieldbus is a type of computation distribution fieldbuses. The 
FOUNDATION Fieldbus computation distribution is implemented by s set of standardized 
function blocks, which consist of s set of data and algorithms that are intended to provide a given 
functionality to the user application. These blocks are linked together by local or remote 
communication relationship.  

Here the tank level control system by the DeltaV (trademark of Rosemount Co.) FCS is 
studied again as an application case. The monitor software and hardware of NI (National 
Instruments Inc.) for the FOUNDATION Fieldbus was used as a monitor and an analysis tool. 
There are three different FOUNDATION Fieldbus nodes, which are pressure difference 
transmitter, temperature transmitter and valve positioner. In this case, two AI’s, one PID and one 
AO function blocks were configured. More details about the FCS and the monitor software tool 
are described in Chapter 3. Here we only present the experimental results investigating the 
following indices: efficiency of message, response time and efficiency of fieldbus. 

 Efficiency of message of the FOUNDATION Fieldbus 
According to Equation (4.1), we calculate the efficiency of message EM of FOUNDATION 

Fieldbus.  

SUMN = UDFMSFASFDLPH NNNNN ++++ ,                              (4.9) 

where NPH, NFDL, NFAS, NFMS are the lengths of protocol control data in physical layer, data link 
layer, FAS sublayer and FMS sublayer of the FOUNDATION Fieldbus protocol, respectively. 
Based on the analysis of the FOUNDATION Fieldbus protocol and the experimental results 
obtained by the monitor tool, EM can be calculated as shown in Table 4.3. In this case, three 
typical messages: cyclic, short acyclic and long acyclic messages are selected to calculate the 
average efficiency of the FOUNDATION Fieldbus message. 
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Table 4.3: Results of the FOUNDATION Fieldbus message efficiency 

 Cyclic 
Message 

Short acyclic 
Message 

Long acyclic 
Message 

NUD 5      41    99 
NFMS 7      4    4 
NFAS 1      1    1 
NFDL   6      9    9 
NPH   4      4    4 
NSUM   23      59    117 
EM   0.217     0.695   0.846 

Average EM          0.586 
 

 Response time of the FOUNDATION Fieldbus 
Figure 4.2 and 4.3 are the experimental results of response time for cyclic and acyclic 

messages of the FOUNDATION Fieldbus, respectively. The response time of cyclic message is 
much shorter than that of acyclic message, and its variance is limited in a narrow time interval 
less than 0.5 ms. But the response time of acyclic message is long and has a large undetermined 
time variance. 
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          Figure 4.2: Response time of the FOUNDATION Fieldbus cyclic message  

 
 Efficiency of the FOUNDATION Fieldbus 

In the FOUNDATION Fieldbus, two different medium access methods are used for two types 
of messages: pre-scheduling method for periodic messages and centralized pass token method for 
aperiodic messages. By analyzing the mechanisms of these two methods, the efficiency of the 
FOUNDATION Fieldbus for cyclic messages should be higher than that for acyclic messages. 
The experimental results shown in Figures 4.4 and 4.5 prove this fact. 
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            Figure 4.3: Response time of the FOUNDATION Fieldbus acyclic message 
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            Figure 4.4: Efficiency of the FOUNDATION Fieldbus for cyclic message 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 4.5: Efficiency of the FOUNDATION Fieldbus for acyclic message. 
 

4.6 Simulation study 

When some cases such as large variation of traffic load on fieldbus are difficult or 
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impossible to be implemented in a practical FCS, the simulation technique can be used. Figures 
4-6 to 4-9 are the simulation results for the response time of acyclic message of the 
FOUNDATION Fieldbus control system by using the simulation models, which are proposed in 
Section 6.6.3. For the simulation examples shown in Figures 4-6 to 4-9, the control period is 0.5 
second, and the parameter T represents the fieldbus traffic load. The smaller the T is, the higher 
the fieldbus traffic load is. 
 

 

         Figure 4.6: Distribution of response time for acyclic message with priority 1 
                            when fieldbus traffic load is low   
 

 
Figure 4.7: Distribution of response time for acyclic message with priority 1 

                            when fieldbus traffic load is high   
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Figure 4.8: Distribution of response time for acyclic message with priority 2 
                            when fieldbus traffic load is low   
 

 

Figure 4.9: Distribution of response time for acyclic message with priority 2 
                            when fieldbus traffic load is high   
 

Figures 4-6 to 4-9 show the following facts: 
 The priority mechanism for the acyclic message transfer on the FOUNDATION Fieldbus 

works effectively. The acyclic message with priority 1 has shorter response time, within the 
control period 0.5 second, than that with priority 2 even when the fieldbus traffic is high.  

 High traffic load leads to longer response time for acyclic messages, especially for those 
with low priority 2. 
The simulation results conform to the expectation based on the analysis for the 

FOUNDATION Fieldbus. 
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4.7 Selection of fieldbuses 

 
How to select a fieldbus is an important issue for a particular distributed control application. 

Evaluation criteria and procedure must be considered. For selection of a fieldbus, Figure 4.10 
shows a general procedure developed by Gruhler (Farsi and Barbosa, 2000).  

The procedure shown in Figure 4.10 begins on one hand with the specification of the 
application requirements and on the other hand with the gathering and evaluation of data of the 
fieldbus systems. Then the requirements of applications are classified according to the 
importance of each item of requirements, and a weighing factor is assigned to each item or 
criterion. The characteristics of the evaluated fieldbus systems are compared with the 
requirements. Finally, a choice is made by assessing the results of the classification and 
comparison. By Farsi and Barbosa (2000) the fieldbus system selection criteria are divided into 
two categories: technical data and strategic criteria. However, concrete criteria are not given. 
Based on the performance indices described in Section 4.3 and comprehensive consideration, we 
propose a set of detailed indices for technical data and strategic criteria which are listed in Table 
4.4. Most indices can be obtained from the data sheet of the evaluated fieldbus systems. The 
other indices can be estimated by using the measurement and simulation evaluation techniques. 
In order to select a fieldbus for a particular application, the technical data and the strategic 
criteria shown in Table 4.4 can be tailored and added to meet the application requirements. 

 

 
 
          Figure 4.10: General procedure for selecting a fieldbus system 
 
 
 
 
 
 

Gathering and 
evaluating data of 
fieldbus system 

Requirements 

Comparison 

Classification of 
requirements 

Fieldbus selection 

Assessment of the fieldbus 
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Table 4.4: Technical data and strategic criteria for selecting a fieldbus system 
No. Technical data Strategic criteria 
1 Geographical and scale criteria Standards 
  Maximum segment length 

 Maximum number of segment nodes 
 Expandability (length & nodes) 
 Topology 

 Openness 
 Interoperability test 
 Conformance test 
 Distributed function support 

2 Time criteria Availability 
  Maximum data rate 

 Response time 
 Period jitter 

 Components 
 Software 
 Services 
 Number of vendors 

3 Protocol service criteria Cost 
  Cyclic data support 

 Message priority support 
 Large size message support 
 Synchronization support 
 Acknowledged service support 

 Purchase 
 Configuration 
 Installation 
 Maintenance 

 
4 Efficiency criteria Reliability 
  Efficiency of message (frame) 

 Efficiency of fieldbus 
 Fault detection and control 
 Fault tolerance 

5 Management criteria Easy to use 
  Network management 

 System management 
 Configuration support 
 Development support 

6 Environmental criteria Flexibility 
  Intrinsical safety support 

 Weather proof  
 Multiple fieldbus medium 
 Interconnectivity  

 
   In the procedure for selecting a fieldbus system, the essential issue is to assign the weight 
factors to various criteria based on their importance according to the application requirements. 
The hypothetical example to illustrate how to select a fieldbus is given by Farsi and Barbosa 
(2000). 
 

4.8 Summary  

 
The requirements of data communication and installation environment for fieldbuses are 

analyzed from the user standpoint. After that, a complete set of evaluation indices is proposed 
according to the layer architecture of fieldbus protocol model. The measurement and simulation 
evaluation techniques are discussed. The calculation formula of the efficiency of message and the 
response time for the commonly used CAN fieldbus are shown as an example. The static indices 
of 6 types of fieldbuses are also evaluted. As a case study, the experimental results for the 
FOUNDATION Fieldbus are presented, including the indices of efficiency of message, response 
time, and efficiency of fieldbus. The results indicate that the FOUNDATION Fieldbus cyclic 
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messages have shorter and guaranteed response time, higher efficiency of fieldbus than the 
FOUNDATION Fieldbus acyclic messages. Also, the simulation results show that the priority 
mechanism for the acyclic message transfer on the FOUNDATION Fieldbus works effectively. 
The experimental and simulation conclusions conform to those obtained by analyzing the 
mechanism of the FOUNDATION Fieldbus protocol. Finally, a general procedure for selecting a 
fieldbus system is presented, and a complete set of detailed indices for the technical data and the 
strategic criteria are proposed. 
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Chapter 5 

Control Algorithms of Fieldbus Control System 

 

5.1 Introduction 
 

Based on the analysis in Chapter 3, we have known that the delays of computation and 
communication and the jitter of control period in the FCS are two important factors to degrade 
the control performance of the FCS. The objective of this chapter is to design effective control 
algorithms to overcome the effects of delays and jitter on the control performance. In order to 
understand the characteristics of the delays and the jitter, we first model delays and jitter in the 
FCS from the control point of view. Then control algorithms are designed to overcome the 
effects of delays and jitter on the control performance of the FCS. A modified PID control 
algorithm and a single predictive control algorithm will be proposed. The effectiveness of the 
control algorithms designed is verified through simulation. A way to implement the control 
algorithms in the FCS is another issue to deserve research especially to shorten the control period 
of the FCS. A parallel computation method will be proposed in this chapter.  

 

5.2 Characteristics and modeling of delays in FCS 

 
From the control point of view, we can depict the interaction of any controlled plant and the 

FCS as shown Figure 5.1 despite the types of fieldbus systems.  

 
The system shown in Figure 5.1 has the following characteristics: 

 The controlled plant is continuous and can be described as a continuous model. 
 The FCS is discrete and can be described as a discrete model. The delays and jitter caused 

by computation and communication in the FCS just exist between the inputs and the outputs 
of the FCS (i.e. measurement variables and command variables). 

 The output of the plant is sampled periodically, and the sampling results are the 

Plant 

FCS 
Measurement 
variables 

Command 
variables 

Figure 5.1: Interaction of plant and FCS 
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measurement variables as the inputs of the FCS, which are time-discrete.  
 The output of the FCS is also sent periodically to the plant as its input. It is kept to be 

constant during an interval of the period. It behaves as a zero-order hold. 
From the function perspective, the FCS can be divided into three components including 

sensor or transmitter, controller, and the actuator, which are shown in Figure 5.2.  

 
It is well known that the communication and the computation in the FCS lead to delays in the 

control loop, and delays degrade the control performance. In order to analyze the effects of the 
delays on the control performance, it is necessary to model the delays from the control point of 
view. However, a resulting problem is how to model the delays in the FCS. It is the most 
common way for many researchers (Sawamura et al., 2002; Walsh et al., 2002; Beldiman and 

Walsh, 2000; Park and Huh, 2000) to model the delays as a pure delay unit Ste τ− . But this 

model is not appropriate for most cases of FCS as described below. Therefore, we use the control 
period model based on the true operation way of FCS. There are differences between the two 
ways of the pure delay model and the control period model. Figure 5.3 shows that the two 
models give different outputs for the same input and delays. From Figure 5.3, it is not difficult to 
find that the two models are equivalent only if the total delay is less than the control period.  

 
It is important to distinguish the difference because different models lead to different 

designing problems for the control algorithms of FCS. For the control period model, the problem 
is how to select an appropriate control period and how to compensate the period jitter. For the 

(a) total delay ≤ control period  

Input x(t)

t

t t

Pure delay model output Control period model output 

Figure 5.3: Differences between pure delay model and control period model 

(b) total delay > control period  

t t

Controller 
(Computaion2) 

Actuator 
(Computaion3) 

Sensor 
(Computaion1) 

Inputs Outputs Communication 

Figure 5.2: Composition of control loop in FCS 
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pure delay model, the problem is how to compensate the pure delay. In the pure delay model, the 
delays and the control period are independent as shown in Figure 5.3. However, in the control 
period model, the delays are included in the control period.  

The pure delay model cannot model the following three phenomena, which may occur: 
(a) Within a control period, there may be no sample data arriving (when congestion occur); 
(b) Within a control period, more than one sample data may arrive (after congestion); 
(c) Data loss may occur within several consecutive control periods (when interference 

occurs). 
But for the control period model, the period is dependent with the delay. Therefore the above 

first two phenomena are impossible to occur. The congestion can be reflected by a large control 
period jitter. The data loss can be also included in the control period model, it will behave as an 
extremely large period jitter, which is larger several times than the normal period. However, for 
the theoretical analysis, the pure delay model is easier than the control period model because of 
the period jitter. When using the simulation method, there is no difficulty for both models, but 
the control period model coincides more accurately with industrial practice of FCS. If the output 
of the plant is sampled at an instant, then communicated, and computed, and only one the 
computed result or the command variable is outputted to the plant during each period, the delays 
caused by the computations and the communications are all included in the control period each 
time, and can be represented by the control period model. In such occasion, the jitter will cause 
the control period to be variable. The following assumptions are made to formalize the delay 
problem. 

 The plant is a linear time invariant system. 
 The output of the plant is sampled periodically. Also the command to the plant is 

outputted periodically by the actuator. One sample of the sensor always corresponds to 
one command of the actuator. The sample of the sensor and the command of the actuator 
keep unchangeable in one period. They only change depending on the control algorithm 
at the sampling or control instants. The sampling and the output are synchronized. The 
period may be variable randomly, or period jitter exists. However, the jitter is bounded. 

 The delays caused by the computations and communications in the FCS are randomly 
varying. All time delays are independent.  

 The total time delay is always less than one sampling or control period, which is 
variable and large enough to include any total time delay.  

According to the conclusion of Chapter 3, the distribution changes of computation or 
communication times in one control period have no effect on the control performance for a given 
control period. Only the control period determines the control performance for a given control 
algorithm regardless of the distribution of computation or communication times. Therefore, the 
model of the FCS can be described in Figure 5.4 and the following Eqs. (5.1) to (5.8). The plant 
in Figure 5.4 includes the continuous-time parts of the sensor and the actuator. 
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Figure 5.4: Equivalent model of FCS 

 
The plant dynamics are: 

)()()( tuBtxAtx pppp +=
•

 ,                                             (5.1) 

)()( txCty ppp =  ,                                                     (5.2) 

where pn
px ℜ∈ is the plant state, u  and py are the input and the output of the plant, 

respectively. Discretizing the plant yields 

)()()()()( tudBTttxTTtx p

Tt

t cpppcppcpp
cp ⋅−++=+ ∫

+
ττφφ ,               (5.3) 

)()( txCty ppp = ,                                                      (5.4) 

where pφ is known as the state transition matrix of pA , and cppTA
cpp eT =)(φ . Tcp is the 

control period and time-varying. However, its variation should have a boundary that is achieved 
by the design of FCSs. Therefore, according to the analysis in Chapter 3, Tcp can be modeled as 

)(min tRandJTT rcp += ,                                               (5.5) 

where Tmin is the minimum of the control period, Jr is a parameter for the jitter range of the 
control period, and Rand(t) is a random variable with time that ranges from 0 to 1. 

Because of the control period variation, the dynamics of the FCS is described as:  

)()()( tyBtxATtx pccccpc −=+  ,                                       (5.6) 

)()( txCtu cc=  ,                                                      (5.7) 

where pm
cx ℜ∈ is the digital controller state in FCS. All computation algorithms distributed in 

fieldbus devices can be combined into one algorithm, which is the digital controller algorithm. 
The control algorithm determines the numerical relationship between Yp(k) and U(k) shown in 
Figure 5.4 during each period. The effects of time delays caused by computation and 
communication on the control performance can be reflected by the sampling or control period. 
Therefore, all of the research results for the sampling period in the digital control system can be 
utilized to analyze and design the control algorithms for the FCS. The specific feature of period 

Yp(k) U(k) 

U(t) Yp(t) 
Plant 

FCS

Z.O.H 
Tcp 
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problem in the FCS is the existence of jitter. The consequent problem is that the effects on the 
control performance caused by the jitter of period should be considered and compensated during 
the design of control algorithm.  

According to the analysis in Chapter 3, the normal operation condition for fieldbus loop 
control is that 

Tcp > Dt  ,                                                             (5.8) 

where Tcp is the control period, Dt is the total delay including all of computation delays and 
communication delays during each period. The vacant sampling and multiple output commands 
will occur if the condition is not satisfied. The result is that the control performance will be 
degraded. Therefore, the condition shown in Eq. (5.8) should be satisfied during the design of the 
FCS. 

The period should be selected by considering three factors: the characteristics of the plant, 
the control algorithm, and the arising computations and communications. According to the 
sampling theorem, a fast plant requires a shorter sampling period. Table 5.1 gives typical 
sampling periods for few process variables.  

 
             Table 5.1: Choice of sampling period for digital control systems 

Type of variable Sampling period (seconds) 
Flow rate 1-3 
Level 5-10 
Pressure 1-5 
Temperature 10-45 

 
Rules of thumb for choosing the sampling period for a digital PID regulator indicate that 

there is a significant difference between PI and PID regulators. Significant shorter sampling 
period are required for controllers with derivative action (Chidambaram, 2002). If the 
characteristics of the plant and the control algorithm tell us what period should be satisfied, 
computations and communications in the FCS can tell us what period can be implemented. For 
the design of the FCS, one of the objectives is to implement a shorter period. For the design of 
the control algorithm, one of the objectives is to tolerate a long period and its long jitter for a 
given plant without significant degradation of the control performance. 
 

5.3 Design of PID control algorithm 

Through the analysis in the Chapter 3, we have known that the jitter worsens the control 
performance, even the stability of the fieldbus control loop. When the jitter becomes larger than a 
certain value, the system will become unstable. The first major consideration of any control 
system design is, of course, stability. Therefore, we need to find a new control algorithm to 
overcome the bad effect of the jitter in the FCS on the control performance and the stability of 
the control loop.  

Considering the low computation capability of the fieldbus devices in the FCS, based on the 
principle of simplicity and common use, it is natural to think of the conventional three-mode PID 
control algorithm. It has been the most common control algorithm used in the industry for a long 
time due to its effectiveness, robustness and simplicity. 
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5.3.1 A modified PID control algorithm 

 
To research the possibility by revising the PID control algorithm to compensate for the jitter 

of the control period, the PID algorithm is analyzed below in detail. 
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where  

)()()( kkk tPvtSpte −= ,    ),....,1(1 kittt iii =−=∆ − , 

and where Sp(tk) and Pv(tk) are the setpoint and process variables of the controller, respectively, 
Co(tk) is the output of the controller, and Kc, Ti,  and Td are the proportional gain, integration 

time and derivative time of the controller, respectively. it∆  or kt∆ is the sampling period of 

the i th or k th sampling instance, which is variable with time on the fieldbus. The first term of 
Eq. (5.9), i.e. the proportional action, has no relation with the variable sampling period, whereas 
the second and third terms, i.e. the integral and derivative actions, are both affected by the 

variable sampling period. Substituting it∆  and kt∆  in Eq. (5.9) with a constant t∆ , when 

the practical sampling period increases, i.e. tti ∆〉∆ , the integral action becomes a partial 

integral action. The larger it∆  is, the weaker the integral action is. This is depicted in Figure 

5.5. The complete integration should be the area under the e(t) curve. However, under the 
condition mentioned above, the integral action in Eq. (5.9) only represents the shadow area under 

the e(t) curve, i.e. a partial integration. Otherwise, if tti ∆〈∆ , the extra integration will occur. 

For the derivative action, if substituting kt∆  with t∆ , the effect is reverse to the integral 

action. Accordingly, by just letting it∆  take the minimum value of all variable periods, i.e. 

it∆ =Tmin, a modified PID control algorithm is obtained: 

)()()( 1 kokoko tCtCtC ∆+= − ,                                        (5.10) 

where   )]()(2)([)()]()([)( 211 −−− +−++−=∆ kkkDkIkkcko teteteKteKteteKtC , 

and     
i

c
I T

TK
K min=  ;  

minT
TK

K dc
D =  .                                        

Tmin can be estimated based on the Eq. (3.7) in Chapter 3 and by neglecting random waiting 
time for communication. Experimental measurement is a better way if possible. 
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When the control period jitter becomes larger, the integral action becomes weaker due to the 

effect of the partial integration. This result is equivalent to KI in Eq. (5.10) decreasing with the 
increment of the jitter. Therefore, this effect gives the PID control algorithm a self-adaptability to 
cope with the increment of the control period jitter. This ability will be helpful to maintain the 
stability of the fieldbus control loop when the loop suffers from the increment of the control 
period jitter or the loop time delay. On the other hand, the derivative term in Eq. (5.10) should be 
deleted or tuned through the parameter Td to have only a small portion of the integral action for 
keeping the control stability. This observation will be validated by the following simulation study 
because of the difficulty of theoretical analysis. 
 

5.3.2 Simulation Study 

5.3.2.1 Purpose and environment 

We used the simulation approach to research the issues of the fieldbus control system 
because it is difficult to use a theoretical analysis due to its complexity. In order to evaluate the 
effects of fieldbus-induced delay on the performance of the control loop, especially on the 
control stability of the loop, and to validate the modified PID control algorithm in Eq. (5.10), 
we developed simulation models and software for a typical fieldbus control loop in process 
control by using the Simulink and Stateflow of MATLAB as simulation tools. The simulation 
software structure is presented in Chapter 6.  

In this study, a first-order model with dead time in the form of transfer function is taken as 
the plant model because the dynamic responses of most plants in process control can be 
mathematically described by such a model.  

To simulate the fieldbus devices including the transmitter, the controller, and the actuator, a 
state flow machine is developed, which consists of simulation models of fieldbus devices and 
scheduling. Structure of simulation software of the fieldbus control loop is depicted by Figure 
5.6. The model of fieldbus devices and scheduling has three groups of inputs. The first group’s 
inputs are the model time-parameters for communication and algorithm execution such as the 
data communication time, algorithm execution time, and period jitter range. The second group’s 
inputs are the parameters of the PID controller algorithm. The third group’s inputs are the input 
of the second part of the transmitter and the set-point of the controller. The model has two 
outputs, namely the state values indicating the real time states of the fieldbus control loop and 
the output of the actuator. The period jitter caused by the variable times of communication and 
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t∆t∆

t∆  t∆

4t∆3t∆1t∆  

e(t) 

t 
Figure 5.5: Partial integral action
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algorithm execution is implemented by a random function, which generates random numbers 
whose values are uniformly distributed at the interval (0, Jr). All initial parameters of models and 
algorithms are included in Figure 5.6.  

In the simulation, the control period is time-varying, and the sampling period in the 
transmitter is also time-varying. Therefore, how to determine the sampling time instance in the 
transmitter is an issue for implementation in practice. This issue can be resolved by establishing 
communication and synchronization between the transmitter and the actuator. 

 

 

 
 

5.3.2.2 Results and discussions 

The state changes in the state flow machine and the step response of the plant output are 
shown in Figures 5.7 and 5.8. The parameters of the PID controller were tuned in the interactive 
mode. Jitters of sampling and control periods are shown in Figure 5.7. Figure 5.8 shows the 
acceptable control performance under a specified jitter range by the tuned PID parameters. 

Figures 5.9 and 5.10 show the simulation results for the case of extending the range of the 
control period jitter to simulate the long communication delay while keeping other parameters 
unchanged. We can see clearly that the control period becomes longer as a result of extending the 
range of the control period jitter to simulate a long communication delay, but the control loop 
becomes more stable, i.e. the larger the delay, the more stable the loop.  

 
 
 

Figure 5.6: Structure of simulation software of fieldbus control loop 
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Figure 5.7: State changes of fieldbus control loop 

State value=1 Transmitter state 
State value=2 Controller state 
State value=3 Actuator state 

Figure 5.8: Step response of fieldbus control loop 

Figure 5.9: Step response after jitter range 
changes from 6 to 20 
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The simulation results shown in Figures 5.9 and 5.10 prove that the modified PID control 

algorithm proposed in Eq. (5.10) works well for common processes having the first-order model 
with dead time. This implies that the stability of the fieldbus control loop can be assured under 
the unpredictable and varying time delays caused by the fieldbus. Therefore, the objective of 
designing the control algorithm for the fieldbus control system is achieved. The delay caused by 
communication and algorithm execution can be compensated by using the modified PID control 
algorithm because of the effect of partial integration. Hence, it is possible for a fieldbus control 
loop to maintain control stability while suffering from long communication delays by using this 
PID control algorithm. This is an easy and practical approach to maintaining stability when 
designing a controller for a fieldbus control loop. 

Figures 5.11 and 5.12 show the simulation results when the dead time of the plant model is 
increased while the other parameters are kept unchanged.  

 

         
 
 
 

Figure 5.10: Step response after jitter range 
changes from 6 to 100 

Figure 5.11: Step response after plant delay changes 
from 1 to 10
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The simulation results show the larger the delay, the worse the stability of the loop. We can 
see that stability of the control loop becomes worse when the delay of the plant model becomes 
longer and that the control period remains unchanged. The simulation results indicate that the 
stability of the loop cannot be maintained because there is not any effect of partial integration to 
compensate for the plant delay in this case. The results also tell us the fact that the delay of the 
plant and the delay caused by the communication and computation are not commutative.  
 

5.3.2.3 Performance comparison of a conventional PID and the modified PID control 

algorithms 

Figures 5.13 and 5.14 show the comparison results between a conventional PID and the 
modified PID control algorithms when the control period increases. For the conventional PID 
control algorithm, the performance criteria was kept almost unchangeable during the initial 
increase of the control period, but the performance criteria became worse drastically when the 
control period is larger than a certain value. For the modified PID control algorithm, the 
performance criteria can be kept to be satisfied during a wide range of the control period.  

Figures 5.15 and 5.16 are the comparison results between a conventional PID and the 
modified PID control algorithms when the jitter range of the control period increases. The results 
show that the modified PID control algorithm indeed has a better control performance than the 
conventional PID algorithm even when the jitter range of the control period increases. 

 
 
 
 

Figure 5.12: Step response after plant delay changes 
from 1 to 25 
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Figure 5.13: Comparisons of overshoot and settling time for PID and the modified PID  

control algorithms when control period increases. 
 
 

   
Figure 5.14: Comparisons of IAE and ITAE for PID and the modified PID  

control algorithms when control period increases. 
 
 

   
Figure 5.15: Comparisons of overshoot and settling time for PID and the modified PID  

control algorithms when the jitter range of the control period increases. 
 



 

72 

   

Figure 5.16: Comparisons of IAE and ITAE for PID and the modified PID control 
algorithms when the jitter range of the control period increases. 

 

5.4 Predictive control 
 

Over the last two decades, predictive control has proven to be a very successful controller 
design strategy, both in theory and practice. The main reason for this acceptance is that it 
provides high performance controllers that can be applied to difficult high-order and 
multivariable processes. The use of finite-impulse response models and finite-step response 
models, which are easily obtained for open loop stable processes, partly explains the acceptance 
in the process industry. 

Predictive control was pioneered simultaneously by Richalet et al. (1978) and Cutler and 
Ramaker (1980). Predictive control is a class of control strategies based on the explicit use of a 
process model to generate the predicted values of the output at future time instants, which are 
then used to compute a sequence of control moves that optimize the future behavior of a plant. 
The explicit use of a model is the main difference between predictive control and the classical 
PID controller. Its advantage is that the behavior of the controller can be studied in detail, 
simulations can be done and performance can be evaluated. One of the drawbacks is the need of 
an appropriate model of the process. Another drawback is that although the resulting control law 
is easy to implement and requires little computations, its derivation is more complex than that of 
the PID. In the following, a plant model is first described. Then a single predictive control 
algorithm that is suitable to fieldbus system is derived. 

 
5.4.1 Plant model 

 
Assume a linear, stable, SISO plant with finite gain, described to sufficient accuracy by a 

finite impulse response (FIR) model H (i) with N coefficients: 
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,                                               (5.11) 

where )(ˆ kY  is the output of the plant, u(k) is the input of the plant, k represents kTcp (Tcp is 
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control period.). N is the number of the products, which depends on the control period Tcp. NTcp 
corresponds to the settling time of the plant. Cutler (1980) suggests that N is between 20 – 60 if 
Ts is selected appropriately. Alternatively, the plant dynamics can be described by a finite step 
response S(i) with N coefficients: 
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Here the output )(ˆ kY  depends on past values of changes in the input 

)1()()( −−−−=−∆ ikuikuiku  and the absolute input N samples in the past. The plant 

impulse H(i) and step response S(i) are related as follows: 
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The prediction of the future output needs to be corrected because of the discrepancy existing 
between the real plant and the model. The difference between the current measured Y(k) and the 

prediction )(ˆ kY  can be used to correct the prediction of the future output at j th instant. The 

corrected prediction is as follows: 

)(ˆ)()(ˆ)( kYkYjkYjkYc −++=+ .                                   (5.14) 

Rawlings et al. (1994) showed that this method of feedback correction removed steady-state 
offset, providing a theoretical support for its use. 
 

5.4.2 Predictive control algorithm 
 

In order to make the control algorithm as simple as possible, only a single future control 
signal is calculated (control horizon=1) by optimizing a given objective function to keep the 
plant as close as possible to the reference input. The objective function usually takes the form of 
a quadratic function of the error predictions. The control effort is also included in the objective 
function in most cases. However, the solution to this problem is complex and needs more 
computations, which is not suitable for the fieldbus controller with low computation ability. If we 
only consider the error prediction at P th instant during the prediction horizon in the objective 
function, the solution will become simple and easy to implement in the fieldbus controller. If the 
reference input is Ys (k+j), the error prediction of the output response shown in Eq. (5-15) can be 
used to be the objective function. 

)()()( jkYjkYje cs +−+= .                                         (5-15) 

According to Eqs. (5.12) to (5.15), assume Ys (k+j)=Ys (k), 
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and  
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Note that 0,0)( >=+∆ jjku , when control horizon=1. 
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To minimize square of )(Pe  or let 0)( =Pe , the optimal control signal is obtained as 

shown in Eq.(5.19).  
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where )()()( iSiPSiBs −+= . This is the single predictive control algorithm. For the SISO 

system, )(PS is a scalar variable. Therefore, the single predictive control algorithm is 

unnecessary to calculate a matrix and easy to implement for the fieldbus devices. The single 
future control point at P th instant is known as the coincidence point, which is the only tuning 
parameter in the control algorithm. At this future point the error is brought to zero. The stability 
analysis of the control algorithm can be referenced to the study of Thomas (1997).  
 

5.4.3 Simulation results 
 

Figure 5.17 is the simulation comparison of three control algorithms including PID, modified 
PID, and predictive control algorithms for the same first-order plant model with dead time. It is 
shown that both PID and modified PID control algorithms have the same performance, the 
predictive control algorithms has better performance when there is no control period jitter. 
However, both predictive and modified PID control algorithms have better performance than the 
PID control algorithm when a period jitter exists.  
 

   
Figure 5.17: Comparisons of the PID, modified PID, and predictive control algorithms 
           without jitter and with jitter 
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Figures 5.18and 5.19 are the comparison results between the modified PID and the single 
predictive control algorithms when the control period increases for the same first-order plant 
model with dead time. It is shown that the single predictive control algorithm has far better 
control performance than the modified PID algorithm. The single predictive control is one of the 
optimal control algorithms.  
 

     

Figure 5.18: Comparisons of overshoot and settling time for the modified PID and 
  the predictive control algorithms when control period increases. 
 

     
Figure 5.19: Comparisons of IAE and ITAE for the modified PID and the predictive 

 control algorithms when control period increases. 
 

5.5 Parallel computation of control algorithm 
 

A shorter control period means a better control performance for the same plant and the same 
control algorithm in the FCS. There are two straightforward approaches to shorten the control 
period in the FCS. One is to enhance the computing power of the microprocessors used in the 
fieldbus devices, but there are limits on cost and power consumption. The other is to optimize the 
algorithms used for function blocks, but its effect is limited because most of the work has already 
been done. We propose a new approach, in which a parallel computation structure of function 
blocks is used to shorten the execution time of function blocks. For this approach, we are 
motivated by the fact that the computations in the fieldbus devices in a control loop are serial 
during each period. While one fieldbus device is in computation, the other is idle. The execution 
time of function block should be shortened if we can make best use of the computation 
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capability of each fieldbus device all the time during each period. As shown in Figure 5.20, we 
design two parallel computation lines for a PID fieldbus control loop. Two outputs of the two 
lines are used for the outputs of two consecutive periods of the control algorithm, respectively. 
Therefore, the original control period Tcp is shortened and divided into two parts, a large period 
Tcpl and a small period Tcps. The large and small periods will be alternated during operation. In 
Figure 5.20, the function blocks of AI1, AI2 and PID1 are located in a fieldbus transmitter, and 
AO1, AO2 and PID2 in a fieldbus actuator. This approach can be implemented by redesigning 
the scheduling and configuration software. 

 

 
 
From control point of view, the two parallel computation lines for a PID fieldbus control 

loop cause a switched controller system (Savkin and Evans, 2001) as shown in Figure 5.21. It 
implies that a switched control scheme can be implemented in the FCS by parallel computation 
technique if two controller algorithms are different. That will be another interesting research 
topic. 

To validate the feasibility of parallel computation, the two parallel computation lines for a 
PID fieldbus control loop shown in Figure 5.20 are simulated. Figure 5.22 is the simulation 
model for fieldbus devices with the parallel computation. The modeling method will be 
described in Chapter 6. 

 

 

Tcps Tcpl 

Tcp 

Line 2  

Figure 5.20: Parallel computations of function blocks 
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Figure 5.21: Switched control for parallel computation 
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Figure 5.22 Simulation model for fieldbus devices with the parallel computation 
 
 

5.6 Summary  

 
First, the delay problem in the FCS is analyzed and categorized from the control theory point 

of view. There are two models: the pure delay model and the control period model to model the 
delays in the FCS. For the theoretical analysis, the pure delay model is easier than the control 
period model because of the period jitter. When using the simulation method, there is no 
difficulty for both models, the control period model is more accurate. The differences between 
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the two models lead to different designing problems for the control algorithms of the FCS. For 
the control period model used in our work, the problem is how to select an appropriate control 
period and how to compensate the period jitter. Therefore, a modified PID control algorithm and 
a predictive control algorithm are proposed to overcome the effects of the delays and the jitter on 
the control performance. The effectiveness of the two control algorithms are analyzed and 
verified by the simulation results. The simulation results show that the modified PID control 
algorithm works well for the common process having the first-order model with dead time. This 
implies that the stability of the fieldbus control loop can be assured under the unpredictable and 
varying time delays caused by the fieldbus. The simulation results also tell us the fact that the 
delay of the plant and the delay of the communication and computation are not commutative. It 
is shown that the single predictive control algorithm as one of optimal control algorithms has a 
far better control performance than the modified PID algorithm. If the plant model is not known, 
the modified PID control algorithm can be used. It can give an acceptable control performance 
even in the case of a large jitter range of control period. The predictive control algorithm can 
give better control performance if the plant model is obtainable and the jitter range of the control 
period is small. Furthermore, the parallel computation way for the modified PID control 
algorithm is proposed and implemented by simulation to shorten the control period in the FCS.  
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Chpter 6 

Modeling and Simulation of Fieldbus Control System 

6.1 Introduction 
 

Modeling and simulation is an important approach in system design and performance 
evaluation. This chapter is devoted to the modeling and the simulation for the fieldbus control 
system. Modeling is the fundamental of the simulation. First, the fieldbus devices and systems 
including transmitter, controller, actuator, and a fieldbus control loop are analyzed and modeled. 
The models for both computations and communications in the FCS are established. Based on the 
models, the simulation software for the FCS is developed using an open programming platform 
Matlab/ SimulinkTM and StateflowTM. The simulation software is used to study and validate the 
timing characteristics, evaluation, and the control performance of the FCS presented in Chapters 
3, 4 and 5, respectively. On the other hand, functional and performance validation is an important 
issue addressed by fieldbus system design. Simulation support is needed for early functional 
validation and performance evaluation. The fundamental models of fieldbus devices and the 
closed-loop of the FCS are described in details in Sections 6.2 to 6.5. The methods and models to 
simulate the communication and the control in the FOUNDATION Fieldbus control system are 
shown in Section 6.6. 
 

6.2 Modeling approach for FCS 

 
6.2.1 Modeling ideas 

 
An FCS is a real-time distributed system, which consists of many fieldbus devices. There 

are two kinds of activities including the communication activity and the computation activity in 
the FCS. Therefore, we take the divide-and-conquer technique to model the FCS. First three 
kinks of fieldbus devices including the transmitter (or sensor), the controller and the actuator are 
modeled respectively by considering both the communication and the computation in the device. 
Then the models of these devices, fieldbus, and plant are integrated together for both the 
communication and the computation or the related events that occur when the system runs. 
Figure 6.1 shows the modeling strategy for the FCS. The communication and the computation 
activities in a device, different devices in a system should be required to be modeled modularly. 
Modular and hierarchical modeling (Walrand et al., 1998) is our fundamental idea. Parallelism 
has to be considered during modeling because many activities in different devices are 
independent and concurrent. 

There are many functions and behaviors such as the configuration, control, management, 
display, operation, and trending, etc. in the FCS. However, we focus on the modeling of the 
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control behavior and the interaction of the control and the communication of the FCS because 
the control is the most important and complicated function in the FCS. The control is dependent 
on the plant controlled. Hence, the plant model will be included in the models of the FCS. 
Control and communication oriented modeling is our second idea. 

The FCS is a hybrid system, which includes event, discrete-time and continuous-time objects. 
For these different objects, different modeling methods should be used. As a result, the 
discrete-event model, discrete-time model and continuous-time model must be integrated 
together to represent the behavior of the FCS. Therefore object oriented and hybrid modeling is 
our third idea.  

For the purpose of modeling of control behavior, we address the timing characteristics of 
these objects, but ignore other unimportant details during the modeling process. All things 
brought by fieldbus communication and distributed computation can be reflected by the varying 
and unpredictable time delays in the fieldbus control loop, and these delays sequentially affect 
the control performance. Therefore time is one important clue for modeling the FCS.  

 

 
6.2.2 Modeling and simulation tools 

 
According to the modeling ideas mentioned above, the Matlab and its Simulink and 

Stateflow tools are selected to model and simulate the FCS. In the last few years, the Matlab and 
its tools have become the most widely used software package in academia and industry for 
modeling and simulating dynamic systems.  

Simulink is a software package that enables us to model, simulate, and analyze dynamic 
systems whose outputs change over time. The model depicts the time-dependent mathematical 
relationships among the system's inputs, states, and outputs. We can model virtually any 

Plant model 

Fieldbus device models 

Model of fieldbus 
device 1 

Model of fieldbus 
device n 

Model of fieldbus 
device 2 

                          Fieldbus model 

Figure 6.1: Modeling strategy for FCS 
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real-world dynamic system by selecting and interconnecting the appropriate Simulink blocks. A 
Simulink block diagram is a pictorial model of a dynamic system. It consists of a set of symbols, 
blocks and lines. Each block represents an elementary dynamic system that produces an output 
either continuously or at specific points in time. The lines represent connections of block inputs 
to block outputs. A block comprises one or more of the following: a set of inputs, a set of states, 
and a set of outputs. A block's output is a function of time and the block's inputs and states. The 
specific function that relates a block's output to its inputs, states, and time depends on the type of 
block. 

Stateflow is used together with Simulink running on top of MATLAB as follows: 
• MATLAB provides access to data, high-level programming, and visualization tools.  

• Simulink supports development of continuous-time and discrete-time dynamic systems 
in a graphical block diagram environment. A Simulink model consists of combinations 
of Simulink blocks, toolbox blocks, and Stateflow diagrams. 

• Stateflow diagrams enhance Simulink with complex event-driven control capabilities.  

Stateflow is a tool to visually model and simulate complex reactive systems based on finite 
state machine theory. A finite state machine is a representation of an event-driven (reactive) 
system. In an event-driven system, the system makes a transition from one state to another 
prescribed state, provided that the condition defining the change is true. Stateflow provides clear, 
concise descriptions of complex system behavior using finite state machine theory. A Stateflow 
diagram is a graphical representation of a finite state machine, where states and transitions form 
the basic building blocks of the system. The Stateflow diagram consists of a set of graphical 
objects (states, boxes, functions, notes, transitions, connective junctions, and history junctions) 
and non-graphical objects (events, data, and targets). The Stateflow machine is the collection of 
Stateflow blocks in a Simulink model. The Simulink model and Stateflow machine work 
seamlessly together. Each Stateflow machine has its own object hierarchy. The Stateflow 
machine is the highest level in the Stateflow hierarchy. The object hierarchy beneath the 
Stateflow machine consists of combinations of graphical and non-graphical objects. Additionally, 
Stateflow enables the representation of hierarchy, parallelism, and history. Hierarchy enables us 
to organize complex systems by defining a parent/offspring object structure. For example, we 
can organize states within other higher-level states. A system with parallelism can have two or 
more orthogonal states that are active at the same time. History specifies the destination state of a 
transition based on historical information. These characteristics make the Stateflow suitable as a 
modeling and simulating tool for the FCS. 
 

6.2.3 Modeling approach 
 

Hierarchical modeling (Walrand et al., 1998) is used to define the FCS model through a 
top-down stepwise refinement technique based on the characteristics of the FCS. Main idea of 
hierarchical modeling approach is as follows. A system is represented by a succession of models, 
each of which is defined at a different level of detail. By applying this top-down approach, we 
start from the least detailed model of the system defined at the highest level of abstraction. By 
specifying with more detail some components of this first model, we define a new more detailed 
model of the system at a second level of abstraction. This procedure can be iterated to obtain a 
model at an appropriate level of detail. The set of models obtained by this top-down approach is 
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hierarchically related in terms of model components. According to this idea, the Figure 6.1 is the 
model of the FCS at the highest level of the abstraction. In this model, the plant, fieldbus devices 
and the fieldbus can be further detailed to obtain the models at a second level of abstraction. 
Modeling plant has been a mature practice in the control area. The plant can be modeled in 
various forms including transfer functions, state-space equations, etc. Therefore the plant 
modeling is not discussed. Our focus is on the further modeling of the fieldbus devices and the 
fieldbus by using the hierarchical modeling approach. 
 

6.3 Fundamental models of fiedbus devices 
 

The modeling process is based on the detailed analysis of the timing characteristics as 
presented in Chapter 3, the internal structure and operation of the fieldbus devices. The modeling 
of the fieldbus transmitter is taken as an example to show the details of the modeling process for 
fieldbus devices. 

 
6.3.1 Modeling of fieldbus transmitter 

 
In the classical feedback control system, the modeling of a transmitter is almost always 

negligible because the transmitter has a much smaller time constant than the plant or can be 
included in the model of the plant. But in the fieldbus control system, we must take into account 
the transmitter dynamics because it has distributed algorithms and time delays caused by the 
algorithm’s execution and data communication between the transmitter and other field devices. 
The distributed algorithms change its output, whereas the time delays affect the control 
performance of a fieldbus control loop. 

Figure 6.2 depicts the typical scheme of a transmitter’s hardware and software for the 
FOUNDATION Fieldbus fieldbus control system. The CPU is the brain of the fieldbus 
transmitter, since it controls both the hardware and software. The function blocks are the 
distributed algorithms in the transmitter. From the standpoint of IEC 61499 (Lewis, 2001), the 
abstract model of a fieldbus device is shown in Figure 6.3.  

 

 
 
 
 
 

Figure 6.2: Scheme of transmitter hardware and software
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A fieldbus device supports one or more resources, which provides independent execution 
and control of algorithms. The fieldbus device model has two interfaces, ‘process interface’ and 
‘communications interface’. The former provides the services for resources to exchange data 
with the input and output points to the plant on the physical device. The latter provides 
communications services that enable resources to exchange data via the fieldbus with resources 
in remote devices. In Figure 6.2, the process interface corresponds to the sensor and A/D 
converter as hardware and to the signal conditioning and transducer block as software. The 
communications interface corresponds to the media access unit (MAU) as hardware and to the 
communication stack as software. 

Based on the explanation of the transmitter subtask and the timing components analysis in 
Chapter 3, and the descriptions for Figure 6.2 and Figure 6.3, the transmitter subtask has three 
jobs, including the sampling and filtering job, the computing job, and the communication job. 
For the loop control application, the three jobs are completed in sequence during each cyclic 
execution of the transmitter subtask from its input to its output. Therefore, we derive a model of 
the fieldbus transmitter shown in Figure 6.4. The three jobs should be executed under the 
scheduling of the real-time operating system in the device because they often share one CPU 
(Central Processing Unit). To model each of the three jobs, the following analysis is necessary. 

 
 
 
 
 
 
 
 
 

First, in the sampling and filtering job, the sampling is done to enable the A/D converter to 
cyclically convert the signal from a sensor to a digital value. The sampling process belongs to 
input operation, and it is often modeled by an internal sampling switch S1 and a zero-order 
holder Gh0.  The filtering is done to execute the filtering algorithm to get a noise-free value of 
measurement, and of course it is modeled by the filtering algorithm GT1. Strictly speaking, the 
filtering should belong to the computing operation or data processing. The reason that we put the 

Resource A Resource B 
 

Application 1 

Application 3 

Figure 6.3: Abstract model of distributed fieldbus devices 

Application2 

Communications interface

Process interface

Xtin Xtout 
S3 

Fig 6.4: Fieldbus transmitter model

Computing job A2 
S2 S1 

Communi 
cation job 

Gh0 GT1 DTC1 Gh0 GT2 DTC2 DT 

Sampling & filtering job A1



 

84 

sampling and filtering together as one job is as follows: in practice, the sampling period here is 
an internal sampling period of the transmitter or instrument sampling period but not the sampling 
period for control algorithms or control sampling period. The instrument sampling period is 
usually fixed and far smaller than the control sampling period. Therefore, the filtering has a 
different execution period from the computing job discussed below. On the other hand, the 
filtering algorithm GT1is fixed, whereas the algorithm of the computing job is configurable. The 
sampling and filtering job is executed periodically through an internal timer interrupt. DTC1 is a 
time-delay unit used to model the time delay caused by the execution of the sampling and 
filtering algorithms, and the data wait in a buffer. In fact, DTC1 represents the data input time by 
the internal way analyzed in Chapter 3. The time is very small. Therefore, DTC1 is often 
negligible in the control loop time.  

Secondly, the computing job is a part of the distributed control algorithms in a fieldbus 
control loop and corresponds to the function block (s) of the FOUNDATION Fieldbus transmitter. 
It is modeled by a scheduling switch S2, a zero-order holder Gh0, a computing algorithm GT2, and 
a time-delay unit DTC2. S2 is the scheduling switch controlled by the scheduler of the distributed 
algorithms in the fieldbus control system. Its period is the control sampling period of the fieldbus 
control loop. GT2 is the scheduled and executed algorithm embedded in the fieldbus transmitter, 
often in the form of a function block. DTC2 is a time-delay unit representing the execution time of 
the algorithm, and it is the data processing time described in Chapter 3. The computing job can 
be considered as a part of a conventional controller.  

Finally, the communication job is the data output operation and corresponds to the 
communication stack of the FOUNDATION Fieldbus transmitter. It is modeled by a 
communication switch S3 controlled by the fieldbus access method and a time-delay unit DT 

representing the data output time by the fieldbus way analyzed in Chapter 3. The period of S3 is 
the same as that of S2, but the both switches are not synchronous. 

The algorithms included in fieldbus devices, such as GT1 and GT2 in the transmitter, can be 
described in a discrete-time model. If the execution period of the algorithm is constant, the 
algorithm can be modeled by the transfer function in the form of a Z-transform. Otherwise, i.e. if 
the period is variable, the output of the algorithm must be calculated during each variable period. 
In such a case, the algorithm output can be described by Eq. (6.1). 

)()()( 1 kkk tytyty ∆+= −  ,                                             (6.1) 

where    ),...)(),(),(,...,,,()( 2121 −−−−=∆ kkkkkkk tutututttfty , 

and where n
k Rtu ∈)( is the algorithm input, m

k Rty ∈)(  is the algorithm output, kt is 

the k th sampling instance, and f is the function of the algorithm.  
The fieldbus transmitter model shown in Figure 6.4 is obtained by abstraction for more 

intention of control or from the control theory point of view. However, the fieldbus transmitter 
model can also be described in Figure 6.5 for more intention of communication or from the 
network theory point of view. A1 and A2 represent the sampling and filtering job and the 
computing job, respectively. It is shown that the model in Figure 6.5 includes the model in 
Figure 6.4. Therefore the model in Figure 6.5 is more complete, in which other application An 
such as alarm and trending can be included, and the communication job can be further detailed. 
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We will take the fieldbus transmitter model in Figure 6.5 but with more intention of control. This 
means that we will model the fieldbus devices without considering the applications and the 
communication details that do not affect control performance. Therefore application An will be 
neglected during simulation. The communication component in the model will be further detailed 
separately. It has identical model for all fieldbus devices with same protocol.  

 

 
6.3.2 Modeling of fieldbus controller 

 
Similar to the fieldbus transmitter, a fieldbus controller model can be obtained as shown in 

Figure 6.6. S4 and S6 are the communication switches. DR and DT represent the data input time 
and output time by the fieldbus way described in Chapter 3, respectively. S5 is the scheduling 
switch controlled by the scheduler of distributed algorithms in the fieldbus control system. Gh0 is 
the zero-order holder. Gc is the control algorithm executed in the fieldbus controller, for example 
the modified PID algorithm or the single predictive control algorithm proposed in Chapter 5. DCC 

represents the time delay caused by the execution of the control algorithm, i.e. the data 
processing time described in Chapter 3. 
 
 
 
 
 
 
 
 
 

The difference between the controller and the transmitter or actuator is that there is no 
‘process interface’ because the controller doesn’t have direct contact with the plant. Therefore, 
the controller can only be implemented by software in the form of a function block and it is 
embedded in the fieldbus transmitter or actuator. In fact, the PID controller in the 
FOUNDATION Fieldbus control system is implemented in this way. In such a case, there is no 
separate controller device in the fieldbus control loop, and the traffic on the fieldbus and 
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communication time delay are reduced. Accordingly, a separate model of the controller is not 
necessary, and it can be integrated into the model of the fieldbus transmitter or actuator. The 
control algorithm can be included in the computing job of the fieldbus transmitter or actuator. 

The fieldbus controller model can also be represented by Figure 6.7 from the network point 
of view. Only the application A3 for the control job is considered in the application component of 
the model. 

 

6.3.3 Modeling of fieldbus actuator 
 

As done in the modeling process of the fieldbus transmitter, we can obtain the model of a 
fieldbus actuator as shown in Figure 6.8. S7 is the communication switch. DR represents the data 
input time by the fieldbus way. S8 is the scheduling switch controlled by the scheduler of 
distributed algorithms in the fieldbus control system. Gh0 is the zero-order holder. GA is the 
actuator algorithm executed in the fieldbus actuator. DAC represents the data processing time 
needed to execute the actuator algorithm. S9 is the output switch. DC represents the data output 
time by the internal way described in Chapter 3.  
 
 
 
 
 
 
 
 
 

The fieldbus actuator model can also be shown in Figure 6.9 from the network point of view. 
The application A4 for the computing job and the application A5 for the data converting job are 
considered in the model. 
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6.4 Communication model of the fieldbus  
 
   The communication of the fieldbus is real-time communication of which model can be 
shown in Figure 6.10 (Liu, 2002).  

 
Figure 6.10 shows data paths traversed by messages in and out of hosts, which are device 

nodes of the FCS. The circles marked TPH (Transportation Handler) and NACH 
(Network-Access-Control Handler) are handlers of the transportation layer and the 
network-access-control. Applications shown in Figure 6.10 are the computing jobs in the fieldbus 
models shown in the Figures 6.4 to 6.9, which can be described in the discrete-time models. The 
input and output queues in the transport layer represent the transfers of data. The time 
characteristics of the communication are determined by the NACH, which depends on the 
fieldbus access control technique.  

When we consider only the control performance for simplicity, the time delay component 
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Figure 6.10: Real-time communication model 
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Di related to communication in the device models can be abstractly modeled as 

)(min tRandJDD i
r

i
i += ,                                              (6.2) 

where iDmin  is the minimum of the time delay component, i
rJ  is the jitter range of the time 

delay component and Rand(t) is a random variable with time that ranges from 0 to 1. Therefore, 

i
rJ  can be considered as a parameter representing the fieldbus access control technique at the 

highest level abstraction. The clock-driven scheduling technique such as that used by the 
FOUNDATION Fieldbus has a very small jitter range, whereas the priority-driven scheduling 
technique such that used by the CAN fieldbus has different jitter ranges for different messages 
with different priorities. The random access control technique such as that used by the LonWorks 
fieldbus has a large jitter range, which depends on the traffic load on the fieldbus. Several time 
delay components can be integrated together into one equivalent delay in some cases.  

If we consider the fieldbus performances apart from the control performance, the 
communication model should be further detailed. In order to obtain the detailed model, the data 
transferring procedure should be understood clearly. To study the control performance, we only 
consider the periodic data transfer. We take the FOUNDATION Fieldbus as an example to 
illustrate the communication modeling. 

As discussed in Chapter 2, the periodic data communication in the FOUNDATION Fieldbus 
is based on the scheduled way by LAS (Link Active Scheduler). Figure 6.11 (Cavalieri, 1996) 
depicts the operating procedure of periodic data communication between data sender and 
receiver through the respective three layers. 

 

 

 
Figure 6.11: Interaction between layers of sender and receiver 
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For a periodic data transfer, for example, the periodic data transfer from a fieldbus 
transmitter to a fieldbus actuator, a publisher/subscriber VCR is pre-defined and included in a 
scheduling table managed by the LAS. As shown in Figure 6.11, the LAS, on the basis of the 
information contained in its scheduling table, periodically sends the publisher a CD (Compel 
Data) to compel the value contained in its transmission buffer. The publisher submits an 
Information Report request primitive to its Variable ASE (Application Service Element), 
containing the value of the variable to be published.  The Variable ASE builds an Information 
Report Request APDU (Application layer Protocol Data Unit) body and conveys it on the AR 
ASE using an AR Unconfirmed Send request primitive. The AR ASE builds an unconfirmed 
send request APDU, which is written in the transmission buffer at the interface between the AL 
and DLL (Data Link Layer) by a DL-Put request. On transmission of the contents of the buffer 
which occurs on reception of a CD, a DL-Buffer Sent indication is sent to the AR ASE which 
notifies the user that the buffer content has been sent by means of an AR Status indication. 
Likewise, in all the subscribers, reception of information by means of a DT (Data) and 
overwriting of the reception buffer cause a DL-Buffer-Received indication to be generated. This 
primitive notifies the local AR ASE of reception. The AR ASE uses a DL-Get request which 
supplies the contents the buffer, i.e. the Unconfirmed Send request APDU, as its output 
parameter. Upon receipt of this APDU, the AR ASE delivers an Unconfirmed Send indication to 
the Variable ASE, which sends an Information Report indication service primitive to its user, 
delivering the value produced by the publisher.  

From the above analysis, we conclude that the data transfer procedure is too complex to 
model all details of each layer. However, from the time point of view, we can simplify the data 
transfer procedure. Hence, we will only consider the main factors that affect the time 
performance during data transfer. The others are combined or not considered at all. The 
algorithm used by the LAS is shown in Figure 6.12. The LAS operates on CD schedule, which 
contains a list of activities that are scheduled to occur on a cyclic basis. At the scheduled time 
instance, the LAS sends CD message to a specific data buffer in a fieldbus device. The device 
immediately broadcasts or “publishes” a message to all devices on the fieldbus. This is the 
highest priority activity performed by the LAS. The remaining operations including pass token 
for non-periodic data transfer are performed between scheduled transfers. For simplicity, TD and 
PN sending that does not affect the control performance is neglected during modeling and 
simulation. However, it can also be implemented if necessary. Therefore, the LAS algorithm is 
simplified and modeled as shown in Figure 6.13. 
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The detailed abstract model for the FOUNDATION Fieldbus communication component in 

the fieldbus devices can be found in Figures. 6.24 to 6.27.  
 

6.5 Closed-loop model of fieldbus control system 

 
As shown in Figure 6.14, the fieldbus control loop is represented by a hybrid model 

consisting of the discrete-time model for fieldbus devices including transmitter, controller and 
actuator, the discrete-event model for fieldbus scheduling, and the continuous-time model for the 
plant. The operation of the fieldbus control loop needs to schedule the communication 
interconnections among fieldbus devices and the co-operation of algorithms in each device. Such 
scheduling processes are the event processes. Thus, the activities of the scheduling can be 
viewed as an event-driven system. Different scheduling methods have different characteristics 
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Figure 6.13: Simplified LAS algorithm
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and ways of implementation. We only focus on the time characteristics of scheduling methods 
without taking into account other details related to them. Therefore, we developed a clock-driven 
system to model the behavior of the scheduling processes for communications and algorithm 
execution by describing it in terms of transitions among working states. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The finite state machine (FSM) shown in Figure 6.15 represents the event-driven system 
designed for fieldbus scheduling of the simplest case – single control loop. This scheduling 
system has a number of operating states: transmitter, controller and actuator, and the system 
transitions from one state to another in sequence, provided that the condition defining the change 
is true. t is the time of the clock shared in the fieldbus control loop, and t1, t2 and t3 are varying 
instances when clock events occur such as the ends of algorithm execution and communication. 
The models of fieldbus devices described above are included in each state. The active state is 
determined based on the occurrence of clock events. They are controlled by a clock shared by all 
fieldbus devices in the fieldbus control loop according to the time-delay units in the models 
shown in Figures. 6.4 to 6.9. When one state is active, the algorithm in the fieldbus device 
corresponding to the state is executed and the related communication is completed. The 
scheduling model becomes complex when more control devices and control loops exist in the 
FCS. 
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6.6 Simulation of FCS 

 
6.6.1 Components of simulation software 

 
The conceptual structure of the simulation software for the FCS is shown in Figure 6.16. 

The simulation software includes four parts:  
 FCS simulator to simulate the dynamical behavior of the FCS including the fieldbus 

communication and the control;  
 Fieldbus performance calculator to calculate the fieldbus performance criteria; 
 Control performance calculator to calculate the control performance criteria; 
 Plotter to plot all the output or performance curves. 

The simulation software is developed by using the Simulink and Stateflow of MATLAB as 
simulation tools, which are described in Section 6.2. 

 

 
6.6.2 Simulation of the fieldbus control loop 

 
An outline of the FCS simulator for a typical fieldbus control loop in process control is 

presented in Figure 6.17.  
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Figure 6.16: Components of simulation software  
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In this study, a first-order model with dead time in the form of transfer function is taken as 

the plant model because the dynamic responses of most plants in process control can be 
mathematically described by such a model. To simulate the fieldbus transmitter, its model shown 
in Figure 6.4 is divided into two parts. The first part, i.e. the sampling and filtering job, is 
implemented by the transmitter model_1 in Figure 6.17. The second part, including the 
computing job and the communication job in Figure 6.4, is implemented by the transmitter 
model_2 in Figure 6.18. The modified PID control algorithm proposed in Chapter 5 is 
implemented by the controller model as shown in Figure 6.18. The fieldbus actuator in Fig 6.8 is 
implemented by the actuator model shown in Figure 6.18. In this figure, the data communication 
time Tdc is the sum of DT, the data output time by the fieldbus way in Figures. 6.4 and 6.6, and 
DR, the data input time by the fieldbus way in Figures. 6.6 and 6.8.  The data output time by the 
internal way in Fig 6.8 (DC) is neglected. It is also assumed that DTC2, DCC, and DAC in Figures. 
6.4, 6.6, and 6.8 have the same execution time Ta. It is noteworthy that for simplicity, GT2=GA=1, 
and zero-order holders Gh0 in the computing jobs in Figures. 6.4 to 6.6 are implemented 
implicitly as a variable memory. It is easy to add any algorithm model for the fieldbus transmitter 
or actuator if necessary. 

The state flow machine consists of simulation models of fieldbus devices and scheduling, and 
its details are depicted in Figure 6.18. The state flow machine has three groups of inputs. The 
first group’s inputs are the model time-parameters for communication and algorithm execution 
such as the data communication time Tdc, algorithm execution time Ta, and period jitter range Jr. 
The second group’s inputs are the parameters of the PID controller algorithm. The third group’s 
inputs are Pi as the input of the second part of the transmitter and Sp as the setpoint of the 
controller. The state flow machine has two outputs: St as the state value indicating the real time 
state of the fieldbus control loop and Ao as the output of the actuator. The period jitter caused by 

Figure 6.17: Structure of simulation software of fieldbus control loop 
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the variable times of communication and algorithm execution is implemented by a random 
function, which generates random numbers whose values are uniformly distributed at the interval 
(0, Jr). All initial parameters of models and algorithms are included in Figure 6.17. 

 

 
 
 
 

6.6.3 Simulation of the FOUNDATION Fieldbus control system 
 

Figure 6.17 is an abstract model for a fieldbus control loop. This model only considers the 
timing behavior of the fieldbus communication. Its advantage is that it can be used to model the 
control performance of a system using any fieldbus. However, it lacks a one-to-one mapping 
between objects in the fieldbus system being modeled and their abstraction in the simulation 
models. To get such mapping, three levels of hierarchical models are established for the 
FOUNDATION Fieldbus control system. Figure 6.19 shows the first level models of four 
subsystems represented by the Simulink tool. One fieldbus segment connects three fieldbus 
devices including a transmitter, a controller, and an actuator. A plant having a first order model 
with dead time are controlled by these devices. The communication between devices is modeled 
as input and output connections shown in Figure 6.19. The block with notation ‘Memory’ is a 
trick to avoid ‘algebraic loop’ problem during simulation under the Matlab environment. It can 
be considered as a straight through path. This model is an open architecture that means more 
devices can be easily added. The fieldbus device, the fieldbus segment, and the plant are the 
three classes of components of the model. They are encapsulated as separate and independent 
objects. The lines between their input/output ports establish their connection relationship. 

Figure 6.18: Structure of state flow machine 
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The subsystems shown in Figure 6.19 can be further detailed into a second level of models, 

which are shown in Figures. 6.20 to 6.23, respectively. In the model of the transmitter shown in 
Figure 6.20, the zero-order hold and the discrete filter are the model components for the input 
process interface of the transmitter. The model components of the communication and 
application are detailed and explained in the third level of models. The bidirectional 
communication channels are represented by two arrays of Tin and Tout, which are models of 
frames on the fieldbus. The array elements are used to represent the fields in the frame, including 
the type ID, addresses, and data. CD frame and CD time are the parameters representing the CD 
scheduling time and communication relationships. Tstate is the device communication state used 
to ignite the fieldbus segment communication. In the second level models of other devices and 
the fieldbus segment, only the outside ports for communication and parameters setting are shown. 
The internal details are described in the third level models of them. For the second model of the 
controller shown in Figure 6.21, the controller parameters such as Td, Ti, and Kp are included 
except the parameters mentioned above. The second level model of the actuator shown in Figure 
6.22 has an output process interface with a label Ao. In the second level model of the fieldbus 
segment shown in Figure 6.23, Xstate’s represent the abstraction of the physical layers of devices 
and the fieldbus medium, the Xin’s and Xout’s represent the bidirectional communication 
channels between the devices through the fieldbus medium. The blocks with notation ‘Scope x’ 
or ‘Display x’ in Figures 6.20 to 6.23 are used for monitoring and recording simulation states and 
results. 

Figure 6.19: Model of the FOUNDATION Fieldbus control system 

Plant
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Figure 6.20: Model of transmitter subsystem 
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Figure 6.21: Model of controller subsystem 

Figure 6.22: Model of actuator subsystem 



 

98 

 

 
 

 
The third level models of the fieldbus system are shown in Figures. 6.24 to 6.27. The fieldbus 

devices have a similar model structure. There are three components in transmitter models: LAS, 
Communication, and Function. For the controller and actuator models, LAS component is 
neglected. They can be considered as basic devices. The two components of the LAS and the 
Communication represent the fieldbus communication protocol, and the Function represents the 
device application. They are modeled separately since they are independent entities running 
asynchronously and concurrently. The LAS control the communication activities on a fieldbus 
segment as described before. In the FOUNDATION Fieldbus system, only the link master device 
has the LAS capability. If the device is a basic device, the LAS component in the model does not 
exist. Only one enable LAS is allowable on one fieldbus segment depending the parameter with 
notation L. The Communication component in the model has a receive_frame and a 
send_data_frame. Their contents depend on the relationship of the Function components, which 
represent the function blocks distributed in the devices，for example, the PID control algorithm in 
the controller model. The relationship of function blocks further depends on the control 
application configuration of the system. Figure 6.27 is the detailed model of the fieldbus segment, 
in which the CD frame for scheduling and the Data frame are treated separately to give an 
explicit visualization. 

 
 
 
 

Figure 6.23: Model of fieldbus segment subsystem 
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Figure 6.24 Model of fieldbus transmitter 
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Figure 6.25: Model of fieldbus controller  
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Figure 6.26: Model of fieldbus actuator  
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6.7 Summary 
 
   An object-oriented, hierarchical, and hybrid modeling approach is proposed for the fieldbus 
control system. Based on this approach and the detailed analysis of the FCS principles, the 
simulation models for the FCS including the fieldbus devices, fieldbus segment and the plant are 
successfully developed using the Matlab environment. Both the application computation and the 
communication are considered in the models at the same time. Also both the control and the 
communication performance can be calculated in the models. It provides us a good platform to 
study the FCS, for example, to design, validate, analyze or evaluate a control algorithm and the 
fieldbus performance etc.  
 

Figure 6.27: Model of fieldbus segment  
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Chapter 7 

Development and Applications of Fieldbus Systems 

7.1  Introduction 
 

This chapter describes two examples of the development and applications based on the 
fieldbus technology. One is a low-cost control system for process control based on the LonWorks 
technology. The other is a fieldbus sensor system to monitor the temperature and the level of the 
underground water well for earthquake forecast. With the two examples, the development 
procedures are discussed. The implementing technologies of the system hardware and software 
are illustrated. Finally actual successful applications are presented. 
 

7.2 Development and application of a low-cost control system 

 
7.2.1 Background 

 
In the process control area, distributed control systems (DCS) and control systems consisting 

of PLC + industrial PC (Agostino et al., 2000, Jimenez et al., 2000) are commonly used for 
plants with a lot of measurement and control points. The DCS is expensive and often used for 
complex plant with a large amount of I/O points. The PLC is a centralized control unit. In both 
PLC systems and in the DCS systems, the PLC or the DCS computer directs the actions of 
instruments, sensors, and actuators; polls for any results; and manages the resulting data. The 
essential determination of the system’s behavior resides in the PLC or DCS controller. 
Communication is one-to-one between the controller and each instrument, sensor, or actuator 
(Eidson et al., 1996). From a technical perspective, centralized control architecture will serve 
with advantage in application systems where time-critical closely coupled synchronization and 
high data flow are required.  

When devices and/or systems are loosely coupled and the synchronization is less time-critical, 
the advantages in adopting a distributed control architecture are likely to become apparent (Xie, 
1998). Today, the fieldbus technology may migrate control to field devices such as the sensor 
with greater distribution of function than the DCS technology. On the other hand, in practice for 
plants with few but distributed geographically measurement and control points, control and 
recorder instruments are still used. The control system based on instruments has the problems 
including inefficient mimic visualization and operation, problems with information flows and 
management, and poor visualization of trending and alarm of process variables. To solve these 
problems, a kind of low cost control system with distributed architecture and good 
human-machine-interface (HMI) like the DCS needs to be developed. The advance of the 
fieldbus and the industrial PC technology makes this idea feasible.  
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7.2.2 System design goal and architecture 

 
    Considering the requirements of general industrial control system, the design goal of the 
control system to be developed is summarized as follows.  

 Distributed and open architecture 
 Distributed sensing, monitoring, and control abilities 
 Flexible I/O interface to sensors and actuators 
 Good and powerful HMI 
 Good software interface with third-party software package 
 Low cost 

According to the system design goal, the system architecture is designed as shown in Figure 
7.1. The whole system consists of two layers of networks. The lower layer of the network uses 
the fieldbus, which connects various smart nodes that are distributed remotely. The upper layer 
of the network uses the Ethernet, which connects all PCs as operator stations. The fieldbus 
network is connected with a PC together through an adapter card inserted in the PC. The smart 
nodes shown in Figure 7.1 have various I/O interfaces to connect sensors and actuators. 
Distributed computations such as control and data processing algorithms can be implemented in 
these nodes. In all, there are 10 kinds of smart nodes in our system design. The operator stations 
will provide powerful and user-friendly HMI for supervision and control. In the system, the 
analog signals and fieldbus can be mixed. This mixture is an optimal selection for present 
requirements of control applications. 

 
The system functions of measurement and control depend on the smart nodes. By analyzing 

the requirements of a general process control, the following ten kinds of smart nodes are 
designed and developed: 

Fieldbus 

Ethernet 

Operator station Operator station 

Node
  2

Node 
1 

Node 
n

Smart nodes 

Figure 7.1: Control system architecture based on fieldbus 
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 AI node 
AI (Analog input) node is designed to accept the 4-20 mA current or 0-5 VDC voltage 

analog signals that various process instruments output. It has 8 input channels. 
 DI node 

DI node is a node that can accept 16 input channels of discrete signals such as dry contact. 
Logical control algorithms can be implemented locally in this node. Control output is transferred 
through the fieldbus. 

 DO node 
DO node is a node that can output 8 output channels of discrete signals. Logical control 

algorithms can be implemented locally in this node. Input signals are obtained through the 
fieldbus from other nodes. 

 AO node 
AO node is a node that can output 4 channels of the 4-20 mA current or 0-5 VDC voltage 

analog signals. Four of PID control algorithms are embedded in this node. Input signals are 
obtained through the fieldbus from other nodes. 

 PID node 
PID node is a controller node with embedded proportional-integral-derivative control 

algorithms, which are commonly used in process control. It has 4 input channels and 2 output 
channels of the 4-20 mA current or 0-5 VDC analog signals. Therefore, two closed control loops 
can be implemented locally and separately in this node. 

 DIO node 
DIO node in fact is a programmable logic controller with fieldbus communication capability. 

It has 8 input channels and 4 output channels of discrete signals. 
 RTD node 

RTD node is designed to accept the signals of standard resistance temperature device such 
as Pt100 platinum resistance. It has 6 input channels and transforming algorithms from resistance 
to temperature. 

 RTC node 
RTC node is same as the RTD node except with two 2 output channels of the 4-20 mA 

current or 0-5 VDC analog signals and accompanying embedded PID control algorithms for 
temperature.  

 TC node 
TC node is designed to accept the signals of standard thermocouples. It has 9 input channels 

and transforming algorithms from millivolt to temperature depending on the type of 
thermocouple. 

 TCC node 
TCC node is the same as the TC node except it has two 2 output channels of the 4-20 mA 

current or 0-5 VDC analog signals and accompanying embedded PID control algorithms for 
temperature. 
 

7.2.3 The fieldbus selection 
 

LonWorks fieldbus has been discussed in Chapter 2, and also been evaluated in Chapter 4. It 
is a general purpose control system technology that can be used to monitor sensors, control 
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outputs, and display system status in a wide variety of applications. LonWorks fieldbus is 
selected for our development of the low-cost control system because it has the following 
features: 

 Peer-to-peer architecture 
 Low node cost 
 Inexpensive development cost 
 Complete development tools 
 Input/Output integration 
 Open architecture 
 Good compatibility with Windows (DDE, LNS) 
 Free topology and long distance (2700m@78kbps) 

LonWorks technology includes all of the elements required to design, deploy and support 
control networks, specifically the following components: 

 Neuron chips 
 Lontalk protocol 
 LonWorks transceivers 
 LonBuilder and NodeBuilder development tools 

These components make the LonWorks technology be a complete platform for 
implementing control network systems, and the system designers efficiently and rapidly develop 
their application systems. 

 
7.2.4 Node hardware development 

 
The heart of a smart node is a microcontroller called the Neuron chip whose internal 

structure is shown in Figure 7.2. Designed by Echelon Corporation and manufactured and 
distributed worldwide by Motorola and Toshiba, the Neuron chip is a VLSI device that 
incorporates communications, control, scheduling, and I/O support needed by a smart node. The 
Neuron chip enables nodes to communicate with one another using the 7-layer Lontalk protocol 
which is embedded in every Neuron chip. This protocol supports distributed, peer-to-peer 
communication that enables individual nodes, such as actuators and sensors, to communicate 
directly with one another. A central control system is not required.  
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The smart nodes we designed have a common block diagram as shown in Figure 7.3. The 

Neuron 3150 chip is used as the heart of the node with an expansion of 58K bytes flash memory. 
The transceiver selected is the FTT-10, which supports the twisted pair medium and the free 
topology. The length of the twisted pair can be up to 2700 meters. Ten kinds of different nodes 
designed only have different I/O circuitries on the same node structure, for example, the I/O 
circuitry of the PID node includes an A/D and D/A converters. The Neuron chip connects to 
application-specific external hardware such as sensor or actuator via eleven pins named IO0 
through IO10. These pins may be configured in numerous ways to provide flexible input and 
output functions with a minimum of external circuitry. 
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Figure 7.3: Node common block diagram 
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Figure 7.2: Neuron chip block diagram (Motorola, 1996) 
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7.2.5 Node software development  
 

The distributed functions are mostly implemented by node software, which is developed by 
using the Neuron C programming language. The software of each node to be developed includes 
three components: I/O interfaces, network communication, and user applications, as shown in 
Figure 7.4. 

 
 

For the I/O interfaces, the Neuron C programming language provides 34 different I/O 
objects that support a wide variety of I/O devices. The programmer may declare one or more pins 
as I/O objects. These I/O objects range from simple bit I/O to complex serial I/O. An object is 
simply an input or output waveform definition. They can be thought of as prewritten firmware 
routines in ROM which are accessed by the user’s application program. 

For the network communication programming, the concept of the network variable is used. 
It greatly simplifies the programming of complex distributed applications. Network variables 
provide a very flexible view of distributed data to be operated on by the nodes in a system. The 
programmer does not need to deal with message buffers, node addressing, request/response/retry 
processing, and other low-level details. The application program can declare a special class of 
static objects called network variables, which may be of class input or output. Assignment of a 
value to a network variable causes propagation of that value to all nodes declaring an input 
variable that is connected to the network output variable. For example, an RTD node that 
acquires an RTD temperature sensor signal could declare an output network variable which 
contains the current temperature acquired by the node. Every time the node acquires a new value 
for the temperature, it updates the output network variable. Another nodes or nodes needing to 
know the current temperature, such as an AO node connecting a control valve, can then declare 
an input network variable for current temperature. At installation time, the output variable on the 
RTD node is connected to the input network variable on the AO node. Whenever the AI node 
acquires a new temperature value, it sends the new value on the network, and the AO node will 
receive it from the network because of their connection relationship of the network variables. If 
the AO node has an embedded control algorithm, a closed loop of the temperature control can be 
built. It can be depicted in Figure 7.5. 

User 
application 

I/O interface 

Network 
communication 

Figure 7.4: Node software components 
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For the user application, there are three implementing ways: 
 Direct programming using the Neuron C language supported by the development tool: 

It can meet any flexible application. 
 Embedding the prewritten application into nodes: 

This way suits to simple and fixed applications. 
 Application configuration using third-party configuration software: 

This way can satisfy the requirements of complex and flexible applications at the cost of 
buying the configuration software, which contains a library including common application 
functions. 

Using the second way, we have developed and embedded different prewritten applications 
for and into different kinds of nodes as shown in Table 7.1. The modified PID control algorithm 
proposed in Chapter 6 is used in the nodes. 

 
Table 7.1: Embedded application functions in nodes 

Node type  Embedded application functions 
DI, DO, DIO Logical operation, Alarm 
AI Filtering algorithm, Totalizer, Alarm 
AO PID control algorithm, Alarm 
RTD, TC Filtering algorithm, Temperature calculation, Alarm 
RTC, TCC Filtering algorithm, Temperature calculation, PID control algorithm ,Alarm 
PID Filtering algorithm, PID control algorithm ,Alarm 

 
7.2.6 HMI software development 

 
The operator station is a Windows-based PC. The LNS (LonWorks Network Services) 

architecture is used. It provides the foundation for interoperable LonWorks installation, 
maintenance, monitoring, and control tools. Based on the LCA (LonWorks Component 
Architecture) data sever (Echelon Co., 1997), a data communication software Lon_Data_Com 
and an HMI software are developed using Visual Basic 6.0. Figure 7.5 is the block diagram of 
the HMI software. 
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7.2.7 System application 
 

The systems we developed based on the LonWorks technology have been successfully 
applied in several industrial process control projects such as the waste water treatment facility, 
the natural gas separation facility, and the gas and liquid hydrocarbon treatment facility in China. 
As an example, the application requirements and the system configuration for the gas and liquid 
hydrocarbon treatment facility are introduced as follows. 

The gas and liquid hydrocarbon treatment facility is one of the units in a refinery. At the 
field device level, traditional analog instruments and control valves are still used. However, the 
control and data acquisition system needs to be implemented in a distributed form. The 
requirements of the I/O points for this unit include:  

 4 – 20 mA analog input signal 36 points 
 Pt 100 RTD signals 10 points 
 E type thermal couple signals 14 points 
 Dry contact signals 6 points 
 Relay output signals 2 points 
 Closed control loops 8 

According to the above requirements of the I/O points, the system is designed to have 16 
smart nodes including: five AI, five PID, two RTD, two TC, one TCC, and one DIO. Two of 
operator stations with Windows NT and the PCLTA-10 adapter cards are used in the system, so 
they are hot stand-by with each other. The system configuration is shown in Figure 7.6. It is 
worthy to notice that all the control loops and logic control are implemented locally within one 
node, not via the fieldbus, to guarantee the control performance. 

 

Figure 7.5:  Block diagram of HMI software 
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   Figure 7-7 shows one snapshot of the HMI (Human Machine Interface) process flow 
graphics for the system application in the gas and liquid hydrocarbon treatment facility. 
 

        Figure 7.7: Snapshot of HMI process flow graphics for the system application  
in the gas and liquid hydrocarbon treatment facility 
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7.3 Development and application of a fieldbus sensor system 
 

7.3.1 Background 
 

In order to forecast an earthquake, it is necessary to monitor the information of the 
movement of earth in a certain area. One of the methods to do this is to measure continuously the 
changes of temperatures and levels of several water wells in this area. In the past, the way to 
implement this method in most areas of China is to install the measuring instruments with paper 
card recorder at the water well site. And the responsible persons must go to every site to collect 
the paper cards recorded every day. Then these cards are transferred in a certain period to the 
monitoring center of this area. In the center, all the data on the cards from all water wells are 
stored and processed by inputting the data into a computer in which the special processing 
software is installed. After that, the processing results are presented to the upper organization. 
This way clearly has the following shortcomings: heavy tasks, needing more persons, the delay 
of data transfer and processing, low efficiency and accuracy. To solve these problems, a new kind 
of solution to monitor such information needs to be designed and developed. 
 

7.3.2 Analysis of application requirements 
 

For the application above, two kinds of sub-application were developed. One is the 
measurement application that is executed locally at the sites of water-wells scattered in a large 
area. Its function is to get the temperature and level of the water in the well accurately and 
sensitively. The other is the supervisory application that is executed at the place called 
monitoring center which is far from the sites of water-well. This application functions as 
processing all data from each of water well and letting other clients share the result and data. 
Hence, the measurement application is distributed and the supervisory application is centralized, 
whereas the clients are distributed. The information exchange must be realized between the two 
applications, i.e. the two places of their executing. So a communication network connecting 
these places is required. From the viewpoint of data flow, the processing procedure can be 
described in Figure 7.8. 

 
 
 
 
 
 
 
 
 
 

 
 

 

Figure 7.8: Processing procedure of application 
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 Data measurement is to measure the temperature and level of the water in the well by 

using the related sensors and to send out the results of measurement. These activities are carried 
out in the site of water well where there is not any person on duty and the public power and 
telephone network are unavailable in some sites. The temperature sensor is required to be more 
than 100 meters below the water surface of well whereas the level sensor cannot be at that depth 
because of the requirement of high sensitivity. So the two sensors cannot be integrated together 
and must be separated. In our solution, the two sensors are designed to be fieldbus type in order 
to avoid the signal transmission error and the congestion of cables in the well cylinder, and to 
reduce the cost of cable. The sensors also must be low power because of the use of battery power 
where no public power is available.  

Data acquisition is to collect all data from all water-wells in one area and then store all data 
into a database of one computer that is in the monitoring center of the area. Because each well is 
far from another, generally about 100 kilometers, the way of data transmission is a problem to be 
solved. The answer is to use the public telephone communication network. There are two 
selections for it. One is to use the cable telephone network. Another is to use the wireless mobile 
phone network. Both will be used in our design. The special communication interface devices are 
developed to connect the public telephone communication network from two sides of sensors at 
the well sites and computer in the monitoring center. The communication interface device is 
different depending on the communication side. At the site of water-well, the sensor side, the 
interface device named as the data concentrator is designed to be low-power consumption as the 
sensors, and to have the abilities of data store of one week, of data conservation when power 
down. The interface device is a bridge over the sensors and the public telephone network. It first 
acquires the data from sensors below the well, then stores and forwards them in a local database 
and into the monitoring center through the public telephone network.  

Data storing and processing are carried out in the computer at the monitoring center. The 
computer can communicate with all data concentrators at the sites of water-wells by using the 
communication interface device developed through the public telephone network. The 
application software on this computer includes the following four components: data 
communication, database, data presentation and data processing. 

In order to realize the sharing of data and results processed by many users who may be in 
different places, the LAN and a Web server are required. Under such conditions, the users 
authorized can explore the data and results through the LAN and Internet. 
 

7.3.3 System architecture 
 
Based on the analysis of the system application requirement above, a sensor network should be 
designed. The sensor network requires the following properties: 

 Scalability. This makes the sensor network scalable for its components. When a new 
component becomes available for the network, it should be joined to the existing sensor 
network without affecting its operation.  

 Easy installation and wiring cost savings.  
 Easy maintenance and more information. This means that the sensor network not only 

provides the measured data, but also the diagnostic information and operational information 
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which benefits the maintenance of the system. 
 Easy to use and cost-effective. 

By considering the properties mentioned above, a three-level sensor network system is 
proposed as illustrated in Figure 7.9.  

 

 

 

 

 

 

 

 

 

 

 

 
At the lowest level of the system, a fieldbus connects all the sensors together for measuring 

the levels and temperatures of the water-wells that are not far from each other, within 1 kilometer. 
The fieldbus is a digital, multi-drop, bi-directional and serial communication channel that can 
meet the requirements of easy installation and maintenance as well as wiring cost savings. In one 
segment of fieldbus, there must be a data concentrator to work as a master that manages all the 
sensors connected as slaves in a small area. The hardware and software of the sensor will be 
discussed in detail below. At the middle level, all the data concentrators in the system are 
connected through modems to the top-level computer via the PSTN (Public Switched Telephone 
Network). The connection between the data concentrators and the computer is established 
separately by dialing automatically or manually depending on the communication requirement. 
The details of the data concentrator are described below. The top level of the network system is 
personal computer based platform and a personal computer is required to be the center of the 
system that completes the tasks including the data acquisition from the sensors in the water-well 
sites, the management of the data concentrators, the analysis of the data and the presentation of 
the results. The computer could be a member of a LAN at the top level based on Ethernet. So it 
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Figure 7.9: System architecture of earthquake monitoring system 
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can share the data and other resources with other computers in the LAN. The Web based services 
can also be achieved through Internet at the top level.  
 

7.3.4 System software 
 
   As shown in Figure 7.9, from bottom to top, sensor nodes, data concentrator, database and web 
servers and clients all have their own software. The first two are based on non-PC embedded 
system. The latter two are based on PC platform with Windows OS. The software and sensor 
fieldbus protocol (SFP) of sensor node is described in the following section. For the data 
concentrator, it works as two roles because it is a master in the sensor fieldbus and a slave when 
communicating with database server in the center via the public telephone network as indicated in 
Figure 7.10. The software components of data concentrator can be outlined in Figure 7.11.  

The component for telephone network functions as the slave of the database server to receive 
or send message from or to the PC as a database server. The component for sensor fieldbus is to 
manage the sensor nodes and schedule the sensor communication over the fieldbus as a master. 
The component for local database is to store and manage the data from sensor nodes. The last 
component of software for data concentrator is to test and diagnose itself and all sensor nodes on 
the fieldbus. 
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The self-defined protocol (SDP) has been developed for the data transmission via the public 

telephone network. Figure 7.12 shows the frame formats used by SDP. All frames transmitted by 
the data concentrator or PC as a database server are preceded by a specified number of 
hexadecimal "FF" characters which are called the preamble to the frame. They are required in the 
physical layer protocol to synchronize the receiver. The protocol only uses destination address in 
each frame, which identifies different data concentrator at different sites of water-well. Command 
field is one byte long. The commands for communication and management have been defined to 
meet application requirements. The time stamp field is defined to have two purposes, indicating 
the data time and solving the problem of communication being broken during data transmission. 
The data are transmitted as a packet consisting of varying number of frames. If data 
communication is broken at some middle frame of data packet for some reason, the broken point 
can be positioned according to the time stamp contained in the last data frame received. Then the 
data transmission can be redone from that broken point. Therefore, a reliable data transmission can 
be achieved over the unreliable public telephone network by the time stamp technique. Data field 
contains the data or parameters having their internal structure. Check field are CRC (cyclic 
redundancy check) codes used for error detection. 
 
 
 
 
 

At the layer of monitoring center in Figure 7.9, B/S (Browser/Server) structure is used. So, 
the client part is totally independent on the application and standard, and it does not need a 
special software other than the Internet Explorer and OS. The data processing software and the 
software for communication, database and Web are required on servers. All these should be 
developed specially for the application. Figure 7.13 depicts the interaction of the software 
mentioned above. The Web server is system center. It has following functions: 
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Figure 7.11: Software components of data concentrator 

Figure 7.12: SDP frame format 
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 Accept the HTTP requests from different users by browser. 
 Process user requests and return responding static and dynamic web pages. 
 Interconnect with database. 
 Generate the display curve and/or image. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
After the data concentrators collect all data from sensor nodes and pass them to database, 

the Web server completes almost all of the other system functions while client PC at user side is 
thin. 
 

7.3.5 Sensor hardware development 
 

The smart sensor contains some or all of the following functions in addition to basic 
transduction functions: sensor excitation, analog gain, data conversion, control processor, digital 
signal processing, filtering, digital data bus interface, monitoring and diagnostic functions 
(Bowen and Smith, 1995). For our application, the sensor architecture is designed. It includes 
two components of hardware and software as shown in Figure 7.14. The hardware component of 
the sensor contains a sensor, signal conditioning circuits, microcontroller, and the fieldbus 
interface. The component of the software mainly encompasses data sampling, data processing, 
communication protocol, and self-diagnosing. 
 
 
 
 
 

Figure 7.13: Interaction of software components 
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                             Figure 7.14: Sensor architecture 
 
   In the Figure 7.14, the sensor may be a silicon pressure sensor or RTD sensor. The pressure 
sensor that is used for measuring the water level works on piezoresistance effect. It has a back 
pressure inlet to avoid the influence of atmosphere variation when measuring the level of 
water-well. The RTD sensor detects the temperature of deep water-well by using Pt1000 to get a 
high sensitivity and accuracy. The signal conditioning circuit converts the signal from the sensor 
to voltage into the A/D converter. The microcontroller as the kernel of the sensor hardware 
completes all the computation functions. The output of the sensor takes the form of fieldbus 
signal which is serial, bidirectional and multi-drop communication to decrease wiring harness 
weight and complexity and to increase more information.  

The sensor fieldbus protocol is designed based on the OSI (Open System Interconnection) 
7-layer model. It utilizes 3-layer model which includes physical layer, data linkage layer and 
application layer as shown in Figure 7.15. It is a simplified fieldbus protocol. In the physical 
layer, RS-485 interface standard is used. In the data linkage layer, master-slave management 
mode, access method of polling and CRC (Circular Redundancy Check) check are utilized, and 
the data frame format is defined as shown in Figure 7.16. The application layer is made of the 
function commands, which are designed according to the requirements of functions on the sensor 
fieldbus communication.  
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Figure 7.15: Model of sensor fieldbus          Figure 7.16: Data frame format 
 
 

7.3.6 Concentrator hardware implementation 
 

The data concentrator as the master of the sensor fieldbus is also designed based on the 
MCU. Figure 7.17 shows its hardware scheme.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.17: Hardware implementation of data concentrator  
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The data concentrator works as a gateway to achieve the connection between the top PSTN 
and the lower sensor fieldbus. It also has functions of data storage, display and keyboard. 

In the sensor, its software is required to complete two big tasks. One is the internal 
processing task that includes data acquisition, filtering, calculation of measurement and 
self-diagnosing. The other is the communication response task to the master, which includes the 
acceptance of command from the master, command analysis and corresponding response. The 
two tasks are designed to do in two service programs of interrupt, time interval interrupt for 
internal processing task and serial communication interrupt for communication response task. 
The general algorithms of the two programs are shown respectively in Figure 7.18 and Figure 
7.19. The main program only does some initiating tasks. When the MCU gets free during 
completing different tasks, it is forced to sleep to reduce its power consumption. 

By analyzing the software requirements of the data concentrator, there are four types of 
tasks to be done by the software. They are the sensor fieldbus communication task, the PSTN 
communication task through MODEM, display task and keyboard task. These tasks are driven 
respectively by the following events: time interval interrupt event for polling, serial 
communication interrupt event, display refresh time interval event and keyboard scanning event. 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.18: Algorithm of internal processing task Figure 7.19: Algorithm of communication task 
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7.3.7 Application of system 

 
    The system designed was put into practical application in the earthquake monitoring center 
of a city area where there were three water-wells located in three different counties near the city. 
Figure 7.20 shows the geographical locations of this application. 

In this application, two fieldbus sensors for temperature and water level, and one data 
concentrator were installed at each site of the water-well. The photographs of data concentrator, 
temperature sensor and level sensor are shown in Figure 7.21. Two computers were used in the 
monitoring center as a server of database and web, as well as a client. The public telephone 
network is used as the communication line between the data concentrators in the well sites and 
the server in the center. Modem devices are needed at both sides. The time stamp technique 
mentioned above is proven to be very successful by practical application. It achieved the reliable 
data transmission through the unreliable network, which is casually broken during transmission. 

The Windows 2000 Server+ IIS (Internet Information Server) and SQL Server 2000 were 
used as the system software of the server computer. Software for communication master and data 
presentation was developed by VB6.0 language. The software for data processing was supplied 
by a third party. Figure 7.22 shows the measurement results of level and temperature of the 
water-well, which were presented on the server. 
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Figure 7.21: Photographs of concentrator and two sensors 

 

 
 
 

Figure 7.22: Historical data of measurement 

Data concentrator Temperature sensor 

Level sensor 



 

123 

7.4 Summary 
 

Two fieldbus systems were successfully developed and put into practical applications. The 
two fieldbus systems were characterized to be scalable, flexible, open, inexpensive and easy to 
use.  

First, a low-cost fieldbus control system was designed by considering general requirements 
of process control system based on the LonWorks technology. Its development was illustrated by 
describing the hardware and the software of the node and the HMI software on the operator 
station. An example of the application was described.  

Secondly, a design of distributed system for monitoring the temperature and level 
underground water-well was proposed and implemented as a total solution. In this system 
distributed measurement and centralized supervisory were achieved simultaneously. A lot of 
available technologies in fieldbus sensor, public telephone network, database, and web, were 
integrated to design and implement the architecture of the system and the structure of software. 
To overcome the problem of communication being broken during data transmission, the time 
stamp technique for data message was proposed. The results of application proved that the 
system design is practical and useful.  
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Chapter 8 

Conclusions and Future Research 

In this chapter, we summarize the contributions of this thesis and suggest the directions for 
future research. 

 

8.1 Summary 
 

A Fieldbus Control System (FCS) is a distributed system composed of field devices and 
control and monitoring equipments and it is integrated into the physical environment of a 
plant or factory. The FCS is increasingly being used in the automation arena because of the 
advantages of the fieldbus. Since 1980s, more than 50 different names of available 
fieldbuses have emerged. However, researches for the FCS lag far behind their current 
practice. In this thesis, we proposed a systematic methodology to analyze, design, and develop 
the FCS by considering several issues in the FCS. Main contributions are summarized as 
follows: 

 
 Timing analysis method for FCS 

First, we can characterize and classify different fieldbuses from both the fieldbus protocol 
models and the fieldbus medium access control mechanisms. Based on them, the timing 
characteristics of the FCS are analyzed in detail. The control period in the FCS for a control loop 
is formulated and analyzed. It is equal to the sum of the execution times required by the function 
blocks distributed in fieldbus devices, the communication times between these function blocks, 
and the margin time reserved to guarantee all of periodic tasks to be completed within a control 
period. We proposed methods of determining these times. We also showed the stability condition 
for normal operation of the fieldbus control loop. This condition gives the lowest bound for the 
control period of the FCS. The bound is obtained by considering the communication and the 
control computation at the same time. The stability condition also represents that the 
communication tasks and the computation tasks are not independent, but have a time precedence 
relationship with each other. The analysis and experimental results show that the execution times 
and the margin time are dominant in a control period, whereas the communication time is 
secondary, and also the execution time of the PID function block might be different if located at 
different fieldbus devices. Therefore, in order to shorten the control period, the PID function 
block must be located at a fieldbus device where the execution time is minimal. Also, an 
appropriate configuration must be chosen to reduce the number of the communication links. 

The effects of communication times, computation times, and the jitter of control period on 
the performance of control are discussed by evaluating the performance criteria such as IAE, 
ITAE, the overshoot, and the settling time based on the simulation results. In general, increases 
of communication times, computation times, and the jitter of control period worsen the control 
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performance. The larger these times and jitter are, the worse the control performance is. For a 
given control period, the distribution changes of computation or communication times in the 
control period have no effect on the control performance. This result tells us the fact that the 
different delay components are commutative for a given control period from the control point of 
view. There are upper bounds for the delays of communication time, computation time, and the 
jitter of control period, respectively, for a specified performance criteria. In an extreme case, the 
fieldbus control system becomes unstable if the delays of these times and the jitter exceed the 
upper bounds.  

 
 Effective control algorithms to improve FCS’s performance 

To overcome the bad effects caused by the delays of communication time, computation time, 
and the jitter of control period, and to guarantee the control performance of the FCS, control 
algorithms for the FCS were addressed. First, the delay problem in the FCS is analyzed and 
categorized from the control theory point of view. There are two models: the pure delay model 
and the control period model to handle the delays in the FCS. The differences between the two 
models lead to different designing problems for the control algorithms of the FCS. For the 
control period model used in our work, the problem is how to select an appropriate control 
period and how to compensate the period jitter. Therefore, a modified PID control algorithm and 
a model predictive control algorithm were proposed to overcome the effects of the delays and the 
jitter on the control performance. The effectiveness of the two control algorithms were analyzed 
and verified by simulation runs. The simulation results showed that the modified PID control 
algorithm works well for the common process having the first-order model with dead time. This 
implies that the stability of the fieldbus control loop can be assured under the unpredictable and 
varying time delays caused by the fieldbus. The simulation results also tell us the fact that the 
delay of the plant and the delay of the communication and computation are not commutative. It 
was shown that the single predictive control algorithm as one of optimal control algorithms has a 
far better control performance than the modified PID algorithm. If the plant model is not known, 
the modified PID control algorithm can be used. It can give an acceptable control performance 
even in the case of a large jitter range of control period. The predictive control algorithm can 
give better control performance if the plant model is obtainable and the jitter range of the control 
period is small. Furthermore, the parallel computation way for the modified PID control 
algorithm was proposed.  

 
 Modeling and simulating approach for FCS 

By analyzing the FCS in detail, we proposed an object-oriented, hierarchical, and hybrid 
modeling approach for the FCS. Based on this approach, the simulation models for the FCS 
including the fieldbus devices, fieldbus segment and the plant were successfully developed using 
the Matlab environment. Both the application computation and the communication are 
considered in the models at the same time. Also, both the control and the communication 
performance can be calculated in the models. It provides us a good platform to study the FCS, 
for example, to design, validate, analyze or evaluate a control algorithm and the fieldbus 
performance.  

 
 Evaluation techniques of fieldbuses 
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By analyzing the requirements of data communication and installation environment for 
fieldbuses from the user standpoint, we proposed a hierarchy performance criteria based on the 
hierarchy model of the fieldbus protocol. A complete set of evaluation metrics, both quantitative 
and qualitative, were given while considering the special requirements of fieldbus. The 
calculation formula of the efficiency of message and the response time for the commonly used 
CAN fieldbus are given as an example. The static indices of 6 types of fieldbuses were also 
proposed. As a case study, the experimental results for the FOUNDATION Fieldbus were 
presented, including the indices of efficiency of message, response time, and efficiency of 
fieldbus. The simulation results show that the priority mechanism for the acyclic message 
transfer on the FOUNDATION Fieldbus works effectively. Both experimental and simulation 
conclusions conform to those obtained by analyzing the mechanism of the FOUNDATION 
Fieldbus protocol.  A general procedure for selecting a fieldbus system was shown. A complete 
set of detailed indices for the technical data and the strategic criteria were proposed in order to 
support system designers and users to select an appropriate FCS. 

 
 Development and applications of FCSs 

By mastering the fieldbus technology and analyzing the application requirements, we 
developed two fieldbus systems, and put them successfully into practical applications. The two 
fieldbus systems are characterized to be scalable, flexible, open, low-cost, and easy to use. A 
low-cost fieldbus control system was designed based on the LonWorks technology. Its 
development was illustrated by describing the hardware and the software of the node and the 
HMI software on the operator station. A design method of distributed system for monitoring the 
temperature and level underground water-well was proposed and implemented as a total solution. 
In this system distributed measurement and centralized supervisory were realized simultaneously. 
A lot of available technologies in fieldbus sensor, public telephone network, database, and web, 
were integrated to design and implement the architecture of the system and the structure of 
software. The results of application proved the system design to be practical and useful. 
 

8.2 Future research 
 

There are many unanswered questions in the relatively new FCS field. The research 
presented in this thesis provides a foundation for future research efforts for the FCS. In the 
following, we explore a few directions for future research. 

New fieldbus medium access control methods should be researched. A dynamic method can 
be proposed based on the closed-loop control concept with the objective of satisfying both the 
communication and application performance. The property of application data can be used to 
control the data transmission. For example, unchangeable or little changeable data can be deleted 
from transmission queue to save the fieldbus bandwidth in order to enhance other data response 
time. The idea is to couple the design of the communication and the application instead of the 
current separate design of the communication and the application.  

Models and simulation software for more complete fieldbus protocols should be further 
considered. More functions such as monitoring more communication performance criteria should 
be enriched. New fieldbus protocols and control algorithms can be designed and validated using 
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such simulation tool. The simulation speed in the Matlab environment becomes slow when the 
number of fieldbus nodes increases. How to accelerate the simulation is another challenge. 

More effective or optimal control algorithms for the FCS should be proposed in order to 
achieve better or optimal control performance under the time-varying delays. The digital fieldbus 
devices enable various flexible control algorithms such as the switched control algorithms. 
Parallel computation mechanism at the fieldbus device level should be also investigated to 
implement complex control algorithms in the fieldbus devices with low computing capability.  

The interoperability of heterogenous fieldbuses at application level needs research under the 
situation where many fieldbuses coexist.  
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