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Abstract

Wavelength division multiplexing (WDM) is attractive for the infrastructure
of the next generation Internet, since it supports huge bandwidth by multiplexing
several wavelengths into a single optical fiber. In order to transmit Internet data
over WDM networks, network architectures with photonic technologies, such as
wavelength routing, optical burst switching (OBS), and optical packet switching
(OPS) have been studied and developed.

Currently, it is difficult to store data in optical domain because optical random
access memory has still been in development phase. It is also well known that the
cost of wavelength conversion is much expensive, while the conversion capability
is quite limited. Therefore, it is important to develop WDM network architec-
tures under those constraints, and the evaluation of performance measures such
as loss probability, throughput, and wavelength utilization plays a crucial role
for quantitative characterization of the developed network architectures. This
dissertation focuses on two network architectures: the wavelength routing and
OBS.

The dissertation firstly considers the wavelength routing network with dy-
namic lightpath configuration where a lightpath supports multiple label switched
paths (LSPs). In this network, lightpaths are established according to the con-
gestion state of a node and are released after some holding time. For the perfor-

mance evaluation, the system is modeled as a multiple queueing system in light
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and heavy traffic cases, and the connection loss probability and wavelength uti-
lization factor are derived. Numerical examples show that the analytical models
in both cases are effective for the performance evaluation in comparison with the
simulation results, and show how the holding time affects the connection loss
probability.

Secondly, to provide the multiple service classes for the connection loss prob-
ability, QoS-guaranteed wavelength allocation and shared wavelength allocation
are proposed. In the first method, the pre-determined number of wavelengths are
allocated to each QoS class depending on the priority of loss probability. Here, a
wavelength set for a QoS class is a proper subset of other sets for higher classes.
In the second method, wavelengths are classified into multiple dedicated wave-
length sets and a shared wavelength set which is utilized by all classes. Both the
methods can be utilized in the wavelength routing network with limited-range
wavelength conversion. Both methods are modeled and analyzed with queueing
theory, and numerical examples show the effectiveness of the methods.

Finally, the dissertation considers a timer-based burst assembly and slotted
transmission scheduling for the OBS network. In the method, bursts are as-
sembled in round-robin manner and are transmitted in accordance with slotted
scheduling. A loss model with two independent arrival streams is constructed for
the performance evaluation, and the burst loss probability, burst throughput, and
data throughput are explicitly derived. The usefulness of the analysis is discussed
with several numerical examples.

Currently, the WDM networks are deploying world-wide and the research for
the realization of all-optical Internet has become more active than ever before.
The author expects that the proposed methods and their performance analysis
will be significantly utilized in order to construct the WDM networks for the next

generation Internet.
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Chapter 1

Introduction

1.1. Wavelength Division Multiplexing

Optical fiber offers much higher bandwidth than copper cable and is less sus-
ceptible to various kinds of electromagnetic interferences and other undesirable
effects. The optical fiber provides the data transmission at a few tens of megabits
per second and the distance of data transmission is more than a kilometer. The
fiber can also provide the short-distance transmission inside large-scale network,
and hence optical networks are widely deployed today [8, 48].

Recent rapid growth of the Internet requires evermore bandwidth due to mul-
timedia applications such as voice over IP (VoIP), video conference, and video-on-
demand. Although huge bandwidth can be supported with several optical fibers,
it causes high cost to construct the optical networks. Therefore, multiplexing
technique is important to transmit data at higher rates over a single fiber.

Currently, wavelength division multiplexing (WDM) is widely utilized as the
multiplexing technique in the optical networks. The WDM technique multiplexes
several wavelengths into a single optical fiber and can provide huge bandwidth
over a single fiber as shown in Fig. 1.1. The devices for wavelength multiplexing
and demultiplexing are called multiplexer and demultiplexer, respectively, and
array waveguide grating (AWG) is generally used as both devices due to lower
loss and flatter passband [11, 48].

In the future, the number of wavelengths in a fiber will be increased to a

thousand wavelengths and a wavelength will support more than 40 Gbps trans-



Optical fiber

Figure 1.1. Wavelength division multiplexing.

mission. That is, several Thps transmission will be realized over a single fiber
with WDM. Therefore, WDM networks are attractive for the infrastructure of
the next generation Internet [5, 7,9, 18, 19, 37, 45, 50, 52]. In order to transmit
the data in the WDM networks efficiently, three network architectures with pho-
tonic technologies, such as wavelength routing, optical burst switching (OBS),
and optical packet switching (OPS) have been studied and developed [69]. In the

following sections, we explain the three architectures in detail.

1.2. Wavelength Routing

1.2.1 Lightpath Configuration

In the wavelength routing network, a connection called lightpath is established
by a wavelength between end nodes and data is transmitted over the lightpath
3, 15, 36, 47, 49, 51, 53, 54]. Because the lightpaths is routed optically from one
link to another link at each node, the data transmission does not require opto-
electronic-optic (O/E/O) conversion [32]. Optical add/drop multiplexer (OADM)
and optical crossconnect (OXC) are utilized as core devices at node (see Fig. 1.2).
The OADM selectively adds and drops wavelengths to establish lightpaths [4]. On
the other hand, the OXC establishes lightpaths by switching wavelengths from
input ports to output ones in optical domain. The OADMs and OXCs are utilized
in ring network and mesh network, respectively.

When the configuration of lightpaths is pre-determined and the lightpaths
are permanently established, it is important to design in advance the lightpath

configuration depending on network topology and traffic requirements. This is
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Figure 1.2. Optical devices.

called route and wavelength assignment (RWA) problem and several studies have
appeared in the literature [40, 46]. In general, the RWA problem for a general
network topology is quite difficult. If the optimal solution for the RWA is ob-
tained, it does not always provide the best performance when traffic demand
changes over short time-scales.

On the other hand, the dynamic lightpath configuration have been considered
to establish and release the lightpaths dynamically. When a request of light-
path establishment arrives at a node, an available wavelength is allocated to the
lightpath. If all wavelength allocations in the nodes along the path succeed, the
lightpath is eventually established. When there is no data transmission in the
established lightpath, the lightpath is released. Therefore, the lightpath config-
uration changes depending on the traffic requirement at each node. If there is
no available wavelength in any node along the path, the lightpath establishment
fails.

1.2.2 Wavelength Continuity Constraint

Generally, whether the lightpath configuration is static or dynamic, the lightpath
has to be established with the same wavelength from source node to destination
one (wavelength continuity constraint). This wavelength continuity constraint

increases the connection loss probability and degrades the performance of the



Figure 1.3. Wavelength continuity constraint in wavelength routing.

wavelength routing network [11]. If the nodes have the capability of wavelength
conversion, the lightpath can be established with the different wavelengths at
each link.

Fig. 1.3 shows the wavelength routing network where only two wavelengths, w;
and wy, are multiplexed at each link. In this figure, a lightpath is already estab-
lished between nodes A (B) and E (F) with the wavelength w; (w9). In this case,
a new lightpath can not be established between nodes D and F. This is because
there is no available wavelength between the two nodes. However, if the switch
S1 has the wavelength conversion capability which can convert w; to wy and vice
versa, the new lightpath can be established. Thus, the wavelength conversion

significantly improves the performance of the wavelength routing network.

1.3. Optical Packet Switching

In the OPS, data is transmitted from source node to destination one with optical
packets. The OPS can transmit the data from different source nodes over the
same wavelength, and hence wavelengths are utilized efficiently. When the OPS

network is used in the Internet, an optical packet corresponds to an IP packet.
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1.3.1 Switching Function

The optical packet consists of a header which contains routing information, and
a payload which contains data. When an optical packet arrives at an optical
switching node, the node reads its header, and switches it to an appropriate
output port. Note that the header is processed in the electronic domain with the
O/E/O conversion. The node may also impose a new header on the packet.

If two packets from different input ports are switched to the same output port,
one of the packets must be switched to another output port, or be buffered in
the node. It is difficult to store data in optical domain because optical random
access memory has still been in development phase. With fiber delay line (FDL)
which is a length of fiber, optical packets are stored in the node optically.

1.3.2 Slotted and Unslotted Networks

The OPS networks are classified into two categories: slotted (synchronous) net-
works and unslotted (asynchronous) ones. In the slotted networks, all the optical
packets have the same size and a fixed time slot contains both the payload and
header [11].

Fig. 1.4 shows a general optical switching node in the slotted networks. In
the node, all the arriving packets from the input port are aligned in phase with

one another before entering the optical switch. To synchronize all the arriving
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Figure 1.5. Node architecture of the unslotted OPS network.

packets successfully, it is important to design the synchronization stages in the
node. Because the packet-synchronization causes insertion loss and crosstalk,
optical amplification is required and the signal-to-noise ratio may degrade. The
crosstalk is also accumulated due to the synchronization stage and the bit-error
rate becomes large. Thus, the synchronization stage may significantly degrade
the performance of the OPS.

In the unslotted network, packets may or may not have the same size. All the
arriving packets enter the switch without being aligned, and hence the switching
of packets is performed at any point in time. Fig. 1.5 shows a general node ar-
chitecture and packet transmission for the unslotted networks. In the node, the
FDLs with fixed length are used to store the packets during the header process-
ing and switch control. Note that there is no packet alignment stage and the
synchronization of packets are not required.

Obviously, in the unslotted networks, the contention between multiple packets
occurs more frequently than that in the slotted networks and more optical packets
are likely to be lost. This is because the behavior of the packet is more unpre-
dictable. On the other hand, the unslotted networks are more flexible than the
slotted networks, because the unslotted networks can switch packets of variable

sizes.



1.4. Optical Burst Switching

Recently, as a new network architecture for the WDM networks, the OBS has been
studied and developed. In the OBS networks, multiple IP packets are assembled
into a burst with variable length at an ingress edge node and is transmitted to
its destination one [10, 16, 42, 64, 70, 71]. A burst is pure payload and has the
associated control packet which contains control information such as burst length
and routing information [21, 67]. As is the case with the OPS networks, the

control packet is processed electrically with the O/E/O conversion at each node.

1.4.1 Signaling Protocol

In order to reduce signaling delay, a source node starts burst transmission without
receiving any acknowledgement from its destination edge node (one-way reser-
vation). For the one-way reservation, several signaling protocols such as Just-
Enough-Time (JET) and Just-In-Time (JIT) have been proposed with regard to
the reservation period of a wavelength for the burst transmission [12, 43, 44].

In the JET signaling protocol, a source node sends a control packet and then
sends the corresponding burst after some offset time [70, 71]. The offset time
is preobtained from the number of hops and the processing time of the control
packet. Using extra information to better predict the start and end of the burst,
a wavelength is reserved efficiently to transmit the burst (see Fig. 1.6 (a)). When
there are no available wavelengths at the arrival time of the burst, the control
packet fails the wavelength reservation and the burst is lost. Moreover, in the
JET protocol, the void between two bursts in a wavelength can be utilized (void
filling) and wavelengths are utilized effectively. Therefore, the JET protocol will
achieve a better performance than other signaling protocols [43].

On the other hand, in the JIT protocol such as Ezplicit Setup and Fxplicit
Release (ESER) or Explicit Setup and Implicit Release (ESIR), an output wave-
length is reserved after the arrival of a setup message [2, 58, 62]. When there are
no available wavelengths at the arrival time of the setup message, the setup mes-
sage is rejected and the corresponding burst is lost. In the ESER, the wavelength
is released after the arrival of the corresponding release message (see Fig. 1.6 (a)),

while in the ESIR, the wavelength is released with a timer just after the burst
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Figure 1.6. Signaling protocol.

transmission. Because a wavelength is reserved immediately after the arrival of
setup message, the void filling cannot be utilized in both schemes. Although the
JIT protocol can not use wavelengths efficiently, the wavelengths are reserved

more simply and more straightforward than the JET protocol.

1.4.2 Burst Assembly Technique

Burst assembly is an important issue for the OBS and several burst assembly tech-
niques have been proposed. Most of the techniques are classified into threshold-
based and timer-based burst assemblies. [59] proposed a threshold-based burst
assembly technique in which a threshold is used in order to limit the maximum
number of packets within a burst. With this burst assembly, bursts with the
same length are frequently transmitted over the OBS network.

In [16], a timer-based burst assembly technique called the Fized-Time-Min-
Length burst assembly algorithm was proposed. In this technique, a timer is
started at the arrival time of the first packet and a burst is assembled when
the timer reaches a pre-specified timeout value. If the amount of IP packets for
the burst is too small, it is assembled with padding the null data. This burst
assembly technique creates bursts with variable length but provides an upper
bound on delay due to the timeout value. [72] reported that the distribution of



burst length approaches to a Gaussian distribution with zero variance when the
timeout value becomes large.

[67] proposed the timer-based burst assembly in which both the timeout value
and the maximum burst size are taken into consideration. [60] developed the [67]’s
scheme into the one which provides a Quality-of-Service (QoS) guarantee. [6]
proposed a timer-based burst assembly algorithm focusing on the TCP congestion
control. In this method, the timeout value and the minimum burst size are
adapted to TCP flows. [33] considered the DiffServ-based burst assembly scheme
where each burst assembly time is adapted to the actual traffic arrival rate and

the QoS requirement.

1.4.3 Burst Transmission Scheduling

The assembled burst is sent into the OBS network after some offset time which is
calculated according to burst scheduling [60]. The burst transmission scheduling
affects the performance of the OBS networks, and hence several burst transmis-
sion schedulings have been studied.

In the first-come first-served (FCFS) scheduling, bursts are transmitted in
their assembling order. In the priority queueing (PQ), a burst with low priority
is sent to an output port only if there is no burst with high priority. In the
weighted round-robin (WRR), each prioritized burst queue is served in a round-
robin order and the number of bursts sent in each round depends on the weight
assigned by the policy. In the waiting time priority (WTP), a scheduler transmits
the burst with the longest waiting time to the OBS network.

1.5. Physical Constraints on WDM Network

Development

Physical constraints significantly affects the performances of the three network
architectures. In this section, we consider the three physical constraints; wave-

length conversion, photonic processing, and optical buffering.
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1.5.1 Wavelength Conversion

In the WDM networks, the wavelength conversion is important function to im-
prove network utilization. If the wavelength conversion is available in the wave-
length routing networks, a lightpath can be established with the different wave-
lengths along the path. As for the OPS and OBS networks, optical packets
and optical bursts can utilize another wavelength to avoid the packet loss and
burst loss due to the contention, respectively. Here, the wavelength conversion is
classified into two categories: full-range wavelength conversion and limited-range
wavelength conversion [15, 20, 47, 51, 69].

The full-range wavelength conversion can convert any input wavelength to
any output wavelength as shown in Fig. 1.7(a). The limited-range wavelength
conversion can convert an input wavelength to some wavelength within a limited
range (see Fig. 1.7(b)). Although the full-range wavelength conversion is more
effective than the limited-range one, it is difficult to realize the full-range wave-
length conversion under the current technology [20]. Therefore, the limited-range
wavelength conversion is a popular conversion technique. The wavelength con-
version capability has to be carefully taken into consideration, no matter which

network architecture is focused on.

1.5.2 Photonic Processing

Photonic processing techniques, such as reading a header and routing a packet,

are still not practical. Therefore, as denoted previously, the header of an op-
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tical packet is processed electrically. The control packet of an optical burst is
also processed in the electric domain. This electrical process requires the O/E/O
conversion, and the O/E/O conversion causes the overhead in the network ar-
chitectures. Therefore, the photonic processing is one of the most important
constraints to develop the WDM networks.

If the photonic processing will be available in the future, optical packets will
be processed in the optical domain just like IP packets in the electric domain. It
is expected that the OPS network based on the photonic processing is the most

effective for the next-generation Internet.

1.5.3 Optical Buffering

Currently, optical random access memory has still been in development phase,
and hence the FDLs are utilized in the OPS and OBS networks to store data in the
optical domain. The FDL only provides fixed delay and is completely different
from a conventional buffer. For example, the FDL whose length is 200 m can
store a packet for 1.0 us ! . Hence, the volume of a FDL becomes large in order
to store data for a long time.

Several structures of FDLs have been considered. Fig. 1.8 shows a feed-forward
FDL structure and a feedback one. The feed-forward FDLs in this figure has
two input ports and two output ports with three 2x2 switches. If each delay
line can store one optical packet, a node with this FDL structure can store two
packets. If two packets with the same output port come from both input ports
simultaneously, one of packets will be switched to the FDL and stored for the
buffering time.

On the other hand, in the feedback configuration, the FDLs are connected
from output ports to input ones. Generally, some ports are utilized for buffering.
If multiple packets with the same output port come from multiple input ports,
some packets are switched to the FDLs and stored for some buffering time. After
the packets are stored in the FDLs, the packets are transmitted to the output
ports. However, the buffering time is still limited.

Thus, the optical buffering with the FDL is one of the most important aspects

I Optical signal propagates in the optical fiber approximately 200,000 km per second.
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Figure 1.8. Two types of FDL structures.

for the development of the WDM networks.

1.6. Objective and Overview of the Dissertation

The previous section shows that the wavelength conversion, the photonic pro-
cessing, and the optical buffering are primary constraints to develop the WDM
networks. Currently, the WDM networks are deploying world-wide and the re-
search for the realization of all-optical Internet has become more active than ever
before. Therefore, it is important to develop the network architectures, such as
wavelength routing, OBS, and OPS, under those constraints. The evaluation
of performance measures such as loss probability, throughput, and wavelength
utilization plays a crucial role for quantitative characterization of the developed
network architectures.

In the dissertation, we consider new network architectures for the WDM net-
works and evaluate their performances with queueing theory and simulation.
With the analysis and simulation results, we investigate how the physical con-
straints affect the proposed methods and discuss the development capability of
the architectures.

The organization of the dissertation is as follows. In Chapter 2, we consider
the case where a lightpath supports multiple label switched paths (LSPs). An

LSP is used to transmit packet flows from an access network to the other ac-
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cess network. In order to evaluate the performance of the dynamic lightpath
configuration for packet-flow transmission, we consider a symmetric WDM ring
network under two traffic conditions: light and heavy ones. In the light traffic
case, we model the dynamic lightpath configuration system as a continuous-time
Markov chain to take into account the lightpath establishment /release time. In
the heavy traffic case, established lightpaths are likely to be held for a while and
those are rarely established or released. Therefore, we consider an M /G/1/K
and multiple M /G /c/c queues for modeling the system in the heavy traffic case.
In both cases, a packet flow which consists of consecutive packets is considered
as a customer, and the loss probability of packet flow and wavelength utilization
factor are derived.

In Chapter 3, we focus on the connection loss probability as the QoS met-
ric to provide multiple QoS classes for the loss probability. We propose a QoS-
guaranteed wavelength allocation for the wavelength routing network with limited-
range wavelength conversion. In the proposed allocation, the pre-determined
number of wavelengths are allocated to each QoS class depending on the priority
of loss probability. Here, a wavelength set for a QoS class is a proper subset of
other sets for higher classes. Moreover, the wavelength set for the highest priority
class includes all wavelengths multiplexed in an optical fiber so as to decrease the
connection loss probability.

We consider two wavelength selection rules according to which idle wavelength
is selected from the wavelength set for the requested QoS class. The connection
loss probability of each class greatly depends on the combination of the wave-
length selection rules. We consider three combinations of wavelength selection
rules and compare those in a single link and uni-directional ring network. As
for the performance evaluation of the QoS-guaranteed wavelength allocation, we
derive the connection loss probability of each QoS class for the single link using
a continuous-time Markov chain. With this analytical result, we investigate the
impact of three combinations of wavelength selection rules on the connection loss
probability of each QoS class. We also investigate the connection loss proba-
bility for a uni-directional ring network with limited wavelength conversion by
simulation.

In Chapter 4, we propose a shared wavelength allocation method to provide
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multiple QoS classes for the connection loss probability. When a connection re-
quest arrives at node, one of available wavelengths in the dedicated wavelength set
for its priority class is allocated to the connection. If there are no available wave-
lengths in the dedicated wavelength set, one of wavelengths in the shared wave-
length set is allocated to the connection. Since shared wavelengths are utilized
by all classes, it is expected that the total connection loss probability decreases.
Moreover, we consider how to apply the shared wavelength allocation method
to the all-optical wavelength routed network with limited-range wavelength con-
version. To be more precise, wavelengths are classified into multiple wavelength
subsets in advance, and then the shared wavelength allocation method is applied
to each subset. To evaluate the performance of our proposed method for a single
link case, we investigate the connection loss probability of each QoS class using
approximation analysis and simulation. In the approximation analysis, we model
the proposed method as a two-stage queueing model which has multiple primary
stations and a single secondary station. Using the equivalent random method
(EQRM), the connection loss probability of each QoS class is calculated. We
also investigate the performance of the method in uni-directional ring network by
simulation.

In Chapter 5, we analyze the performance of the timer-based burst assembly at
an edge OBS node without FDLs. A burst is assembled in a round-robin manner,
and with the JET signaling protocol, assembled bursts are transmitted into the
OBS network at multiples of some fixed interval. We model the edge node as a
loss model with geometric and Poisson arrivals, and explicitly derive the burst
loss probability, burst throughput, and data throughput. We also investigate
those performance measures for uni-directional ring and mesh-torus networks by
simulation, and discuss the effectiveness of our analysis in comparison with the
Erlang loss model and simulation.

Finally, we conclude the dissertation in Chapter 6.
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Chapter 2

Dynamic Lightpath

Configuration

2.1. Introduction

OADM selectively adds and drops a wavelength to establish an all-optical con-
nection in WDM ring networks shown in Fig. 2.1. The all-optical connection is
called lightpath and it is established between any pair of OADMSs as shown in Fig.
2.2. The wavelengths to be added and dropped are pre-selected in each OADM
[17, 38, 48] and the lightpath configuration is not changed frequently. However,
when traffic pattern changes over short time-scales, the static lightpath config-
uration degrades the performance of the network [63]. If the wavelengths are
dynamically added and dropped, the high utilization of wavelengths and small
packet loss probability are expected [1].

In [73], a lightpath configuration method for the OADM has been proposed.
In the method, a lightpath is dynamically established according to the congestion
state of a node, however, the release of the established lightpath is not taken into
consideration. In [55], we considered a dynamic lightpath configuration method
with which a lightpath is established according to the congestion state of the
node and is released when there are no packets to be transmitted with the light-
path. Note that both lightpath establishment and release times are overhead and
the lightpath can not be utilized during those times. Therefore, frequent estab-

lishment or release of lightpath may decrease the utilization of wavelengths. In
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Figure 2.1. Ring network model.

[55], we introduced a design parameter called extra holding time and when there
are no packets to be transmitted with some lightpath, the lightpath is still held
during the extra holding time. The lightpath is released if there are no arriving
packets during the extra holding time. Numerical examples in [55] showed that
the dynamic lightpath configuration provides smaller loss probability than the
static lightpath configuration in asymmetric ring networks.

In [55], a lightpath is established for the transmission of a packet. In general,
because the cost of the lightpath establishment and release is high, a lightpath
is used for packet flows which consist of consecutive packets with the same desti-
nation network address or the same-destination label-switching router (LSR) in
some access network connected to the other WDM node. In this chapter, we con-
sider the case where a lightpath supports multiple label switched paths (LSPs)
and the LSP is used to transmit the packet flow from an access network to the
other access network (see Fig. 2.1).

In order to evaluate the performance of the dynamic lightpath configuration
for packet-flow transmission, we consider a symmetric WDM ring network under
two traffic conditions: light and heavy ones. In the light traffic case, we model
the dynamic lightpath configuration system as a continuous-time Markov chain

to take into account the lightpath establishment /release time. In the heavy traf-
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fic case, established lightpaths are likely to be held for a while and those are
rarely established or released. Therefore, we consider an M /G/1/K and multiple
M /G /c/c queues for modeling the system in the heavy traffic case. In both cases,
a packet flow which consists of consecutive packets is considered as a customer,
and derive the loss probability of the packet flow and wavelength utilization fac-
tor.

Note that in the dynamic lightpath configuration considered in the chapter,
the lightpath establishment and release do not occur frequently in the symmetric
ring network. Therefore, our performance analysis for the symmetric ring network
provides the worst case analysis and is useful for the asymmetric ring network.

The rest of the chapter is organized as follows. Section 2.2 describes the
lightpath configuration method in detail, and in Section 2.3, the ring network
model is presented. The performance analysis of the method in the light traffic
case is shown in Section 2.4 and the performance analysis in the heavy traffic
case is presented in Section 2.5. Numerical examples are given in Section 2.6 and

finally, conclusions are presented in Section 2.7.
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2.2. Proposed Method

In this section, we summarize the dynamic lightpath configuration method where
multiple LSPs are supported in a lightpath [55, 73]. Each node in a WDM
network consists of an OADM and an LSR as shown in Fig. 2.3, and the nodes
are connected with optical fibers as shown in Fig. 2.4. The procedure of lightpath
configuration is as follows (see Fig. 2.5).

For simplicity, we consider a tandem network with three nodes, namely, the
nodes A, B, and C. Each node is connected to its own access network through
the LSR. Suppose W + 1 wavelengths are multiplexed into an optical fiber in
the WDM network. Among W + 1 wavelengths, the W wavelengths are used
to transmit data traffic and one is dedicated to distribute control traffic (see
Fig. 2.4). Let w; (i =0,---,W — 1) denote the ith wavelength for data traffic.

The wavelength wy is used for the transmission to adjacent nodes (from A to
B and from B to C in Fig. 2.5). We call wy the default path in the following.
The default path only supports hop by hop transmission. Packets transmitted
with the default path arrive at the layer 3 routing kernel in the LSR. At the
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.

routing kernels in the source and intermediate nodes, packets are routed to the
next node. At the routing kernel in the destination node, on the other hand,
packets are routed to the access network.

Other W — 1 wavelengths are used for lightpaths which connect any pair of
source and destination nodes. Those lightpaths are dynamically established and
released between the source and destination nodes according to congestion states
in the source and intermediate nodes along the path. An established lightpath
contains multiple cut-through LSPs which have the same source and destination
OADMSs but have the different pairs of source and destination network addresses
or the different pairs of LSRs in the access networks connected to those nodes.

When the first packet in the packet flow whose destination is in the node C’s
access network arrives at the node A from the A’s access network, the LSR of the
node A selects a wavelength with which the packet flow is transmitted. If there
exists an established lightpath between the two nodes, a new cut-through LSP
is established in the lightpath. If the establishment of the cut-through LSP fails
due to the shortage of available bandwidth in the lightpath, the packet flow is
forwarded to the routing kernel and transmitted to the destination through the
default path [41].

In the dynamic lightpath configuration method, a buffer in the routing kernel

19



Node A (i) Congestion NodeB (ii) Congestion Node C
]

]

]
(]
[
H
H
H
H
H
H
H
H
H
H
§

D= e ->
Wavelength (w1 or wz) distribution Wavelength (w1) distribution
Wavelength establishing request _____.._.] 2)
vaveengih eseienngre
_______________________________________________ >
(3) |- ——— Wavelength (w) release request
@|____ Wavelength L"!Z)_ release request Wavelength (w2) release
i W. h (wi
7 Wavelength (w1 or w2) release avelength (w1 release

Figure 2.5. Dynamic lightpath configuration.

of the LSR has a pre-specified threshold [73]. If the amount of packets in the
buffer becomes equal to or greater than the threshold, the LSR regards the routing
kernel as being in congestion and decides to establish a new lightpath between
the source and destination nodes for the packet flow. This happens when the
packet flow transmitted from the nodes A to C triggers congestion at the node
A, or when it triggers congestion at the node B.

In both cases, a lightpath is established as shown in Fig. 2.5 (1) and (2)
[73]. Each node has the information of current lightpath configuration and the
new lightpath configuration is performed based on the information. If the same
wavelength can not be available at consecutive links, the wavelength conversion

may be required at the corresponding node [48]. If no wavelengths are available
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Network Model

at the node, the lightpath configuration fails.

When no IP packets are transmitted with the LSP during a given time interval,
the node releases the LSP. When the lightpath established between the nodes B
(A) and C (C) becomes idle, the timer for the extra holding time in the source
node B (A) starts. The lightpath is released if the extra holding time is over and
no LSP is established in the lightpath (Fig. 2.5 (3) ((4))). The procedures of the
lightpath establishment and release are shown in Figs. 2.6 and 2.7, respectively.

For the performance analysis of the dynamic lightpath configuration, we consider
a symmetric WDM ring network with L,,4. nodes, shown in Fig. 2.1. Each node
consists of an OADM and an LSR, and lightpaths are established or released
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according to the dynamic lightpath configuration method. In addition, each
node is connected to its own access network through the LSR. For simplicity, we
assume that the unit of transmission is a packet flow and that multiple lightpaths
between any pair of nodes are not permitted. Moreover, we assume that the LSP
is released after all IP packets in a packet flow are transmitted.

The number of wavelengths available at each node is W and all wavelengths
can be converted regardless of any wavelength pairs. One of the W wavelengths
is for the default path and the others are for the lightpaths which are dynamically
established and released. The W — 1 wavelengths are numbered from 1 to W — 1
and a lightpath is established with one of the W — 1 wavelengths according to
the first-fit strategy in which the available wavelength with the smallest index
number is selected.

Moreover we assume that the size of a packet flow is exponentially distributed
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with the mean 00, bits and that the destination of each packet flow is equally
likely. This implies that the destination of packet flow which arrives at node
i is node j (j # ¢) with probability 1/(Lpese — 1). Packet flows sent to some
destination arrive at a node according to a Poisson process with rate Ay,. Since
there are L,,q. — 1 destinations for each node, packet flows arrive at the node
from its access network according to a Poisson process with rate (Lynode — 1) fiouw-
In this ring network, packet flows are transmitted in clockwise direction. Since
the network is symmetric, we focus on a node in the network and consider the
performance of the dynamic lightpath configuration method.

We assume that W wavelengths have the same bandwidth E bps, i.e., the
bandwidth of an established lightpath also has E bps. In addition, all estab-
lished cut-through LSPs have the same bandwidth equal to E; bps. Therefore,
a lightpath supports up to K; = |E/E;| cut-through LSPs where |z| is the
maximum integer smaller than or equal to x.

Let K, 9101 [bits] denote the capacity of the layer 3 routing kernel in the LSR.
Here, the capacity consists of a waiting room in which packet flows are stored
for transmission, and a server where a packet flow is in transmission. Let 730 f10,
[bits] denote the pre-specified value of the threshold for the routing kernel. For
simplicity of the analysis, we assume that the unit of both K, and T}, is the

number of packet flows.

2.4. Performance Analysis in the Light Traffic

Case

In this and the following sections, we analyze the performance of the dynamic
configuration for a symmetric WDM ring network. This section is devoted to
the analysis in the light traffic case and the next subsection to that in the heavy

traffic case.

2.4.1 System Model

In the light traffic case, the establishment and release of lightpaths may greatly
affect the performance of the dynamic lightpath configuration method. Thus we
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Figure 2.8. Ring node model with light traffic.

consider a multiple queueing system under light traffic as shown in Fig. 2.8. In
this network model, there are W queues in a node: one is for layer 3 routing
kernel and the other W — 1 queues are for the lightpaths which are dynamically
used according to the congestion of the routing kernel. Here a lightpath supports
K cut-through LSPs. In the light traffic case, we assume that the transmission
times of packet flows for the routing kernel and cut-through LSP are exponentially
distributed with rates p, and p;, respectively. Because the processing speed of
the routing kernel is £, bps and the size of a packet flow is d4, bits, the mean
transmission time of the routing kernel is given by 1/u, = 00w/ Er, and that
of the cut-through LSP is given by 1/ = dp00/E;. Note that E, < E and
E; < E where E is the bandwidth of a lightpath. We also assume that the
lightpath establishment /release time and the extra holding time are exponentially
distributed with rates p and h, respectively.

We have two kinds of packet flows that arrives at the node: one is from the
access network and the other is from the previous node. As shown in the above,
we assume that packet flows arrive at the node from the access network according
to a Poisson process with rate (Lnoge — 1) fiow-

Next we consider packet flow traffic from the previous node. Since the packet

24



n ( Aflow _ Aflow Aflow _ Aflow  Aflow
E6'ssle O eRte )

V] W i ([t Kip

Figure 2.9. State transition diagram for a lightpath.

flow arrives at the routing kernel depending on the congestion state and the
queue size of the routing kernel is finite, our ring network is not an open Jackson
queueing network. However, due to light traffic, a newly arriving packet flow is
hardly lost and is likely to be transmitted through the default path. Therefore
we can approximate the arrival process from the previous node with the similar
approach to the analysis of open Jackson network [28, 65].

The packet flow transmitted with the default path from the previous node
arrives at the routing kernel in the tagged node, and then it is routed to the
node’s access network or the next node. Let A%’ denote the arrival rate at the
routing kernel in the tagged node. Considering the transmissions originated from

the other (L,oqe — 1) nodes, we obtain

pre Lnode(Lnode - ]-)

= A flow- 2.1
flow 2 fl ( )

We assume that the packet flow arrival process from the previous node to the

routing kernel is Poisson with rate A},;,. Thus the whole arrival rate of packet

flows at the node, A}, is given by
(Lnode + 2)(Lnode - 1)

X = (Lnode = 1) Afiow + Nfjow = 5 A flow- (2.2)
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2.4.2 Performance Analysis

Let I; (1 < ¢ < W — 1) denote the ith lightpath dynamically established and
released at the node. We define the state of [; at t as follows.

n,(n=0,---,K;), ifl; is busy and n cut-through LSPs

are established,

J,(t) =14 1, if 1; is idle,
S, if [; is being established,
R, if [; is being released.

Let N, (t) denote the number of packet flows in the routing kernel at ¢. Then
we define the state of the system at ¢ as (N,.(t), Ji(t)), where

Jl(t) = (‘]ll(t)7"'7JlW—1(t))' (23)

The state transition diagram for [; is illustrated in Fig. 2.9. Note that in this
figure, 1/p and 1/h denote the mean lightpath establishment/release time and
the mean extra holding time, respectively. Let U,; denote the whole state space
of (N,(t), Ji(t)) and U, the space comprised of J,(t).

Here, we define MP(J,(t)) as the number of busy lightpaths in the state
(N(8), Ju(t)). MP(Ji(1)) is given by

wW-1 K;

MP(J(t)) = Z Z L, (y=n} (2.4)
i=1 n=0
where 1¢yy is the indicator function of event X. Similarly, we define MS (1))
as the number of lightpaths where K; cut-through LSPs are established. Let
M} (J,(t)) denote the number of idle lightpaths. We have

W—-1

MlKl(Jl(t)) = Zl{Jli(t):Kl}g (2.5)
=1
W—-1

MIJ(t) = > L, m=n- (2.6)
i=1

In the remainder of this section, the argument ¢ is omitted since we consider the

system in equilibrium.
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Table 2.1. State transition rate in ring network model.

Number of Current state
idle lightpaths (Ny, J7) Next state Transition rate
M} >0 N, < T, (N, +1, J)) AL — (ME = M)A fiow
Th <Ny < K, (No+1,J)), Jp,, =S Aty = MP X fiow
T, < N, < K, (N, +1, J)) M fiouw
N, = K, (Ny, Jy), Jzillmn =S Xty = MP X fiow
N, >0 (N, — 1, Jy) fhr
Ml =0 N, < K, (N, + 1, Jy) AL — (MP = M)A pro
N, >0 (N, — 1, Jy) fhr
State of Current state
lightpaths (N, Jy) Next state Transition rate
Ji, =8 (N, J1) (Nr, J1), S, =0 p
J,=n n < K, (N, J; + &) A flow
n>0 (N, J;—€) nuy
n=0 (N,, J)), J,, = R h
Ji, =R (N, J1) (Np, o), S, =1 p

The transition rate from the state (V,, J;) is shown in Table 2.1. Here, e; is
a1 x (W —1) vector whose ith element is one and the others are zero. 7™ in
Table 2.1 is defined as

A —min{i;J, =1, 1<i<W—1}. (2.7)

and (J;(t)) is omitted from MF(J,(t)), (x = B, K, I).

Finally, let 7(N,, J;) denote the steady state probability of the state (N, J;).
7(N,, J;) is uniquely determined by equilibrium state equations and the following

normalized condition

S a(N, J) = 1. (2.8)
(N'rle)EUr,l

In Appendix A, we present the equilibrium state equations in the case of W = 2.
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With 7(K,, J;), the packet-flow loss probability P .ss is yielded as
P _ B /\flow K /\flow
fioss = D L= M7 (J) g + My () s ¢ (K o). (2.9)
(Kerl)eU'r,l

We define Py ign: as the lightpath utilization factor and Py a0 as the wave-
length utilization factor. With ©(N,, J;), Pfion: and P q0e are expressed as
g filig fs

W-1
™ Nra Jl
P righs = Z Z 1{0<Jli<Kl}%, (2.10)
(N’NJZ)EUT,Z i=1 o
w-1
W(Nra Jl
Pf,wave = Z {1{Nr>0} + Z 1{0<Jli<Kl}} T) (211)
(Nr, J1)EU,, i=1

2.5. Performance Analysis in Heavy Traffic Case

In this section, we analyze the performance of our method in the heavy traffic

case.

2.5.1 System Model

Since the establishment /release of lightpaths rarely occurs and each node receives
the same volume of traffic, we assume that each node maintains ~ lightpaths. As
a result, we have an M/G/1/K, queue for the layer 3 routing kernel and ~y
M/G/K;/K; queues for established lightpaths, respectively (see Fig. 2.10). Note
that W —~—1 wavelengths are used for lightpaths established by the other nodes.

In our approximation under heavy traffic, v plays an important role to obtain
good estimates of performance measures. We give upper and lower bounds of ~
by considering the combination of lightpaths between any pairs of nodes in the
ring network.

We define the length of lightpath as the number of links between source and
destination nodes. < reaches its maximum when the number of lightpaths in
the ring network is the largest and this occurs in the following way as shown
in Fig. 2.11. First, establish the lightpaths whose length equals two with two
wavelengths ! . Second, establish the lightpaths whose length equals three with

! The lightpath whose length equals one is used for the default path.
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Figure 2.10. Ring node model with heavy traffic.

the least number of available wavelengths, and so on. Note that all the nodes try
to establish lightpaths equally in the symmetric ring network. It is easy to see
that n wavelengths should be used if all the nodes establish the lightpaths with

length equal to n. Since there are W — 1 wavelengths, the maximum length n is

given by

2 +i—2
2

Each node can establish n — 1 lightpaths, however, it cannot always establish a

lightpath with length equal to n+ 1 due to the shortage of available wavelengths.
Next we estimate the effect of the wavelengths which are not used in the above

procedure. In each node, the number of the wavelengths which are not used for

<W —1}. (2.12)

n =max{ i :

lightpaths is
W_1_ W W @

There are L,,q. nodes and hence L, links in the ring network. The number of

the lightpaths with length equal to n + 1 in the network is given by

Lyode n(n+1)
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Figure 2.12. Lower bound of the number of established wavelengths.

and hence the effect of the above per node is roughly estimated by

1 n(n+1)
n+1 - 2 g
Combining the above results yields the upper bound of v as
1
7<n—1+—{W %} (2.13)

To obtain the lower bound of v, we consider a wasteful use of wavelengths.
The most wasteful way is the establishment of the lightpaths with length equal
to Lpoge — 2. In this case, we have two lightpaths in a wavelength: one is the path
with length equal to L;,.q. — 2 and the other is that with length equal to two (see
Fig. 2.12).

Since the number of lightpaths established in the network is 2(/W — 1), the
effect per node is given by 2(W — 1)/Le4.. That is,

J2W—1)

2.14
Lnode ( )
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From (2.13) and (2.14), we finally obtain the range of 7 as follows:

2W — 1) 1 n(n + 1)
— < r<n—-1+— -1 2.1
I <r<n +n—i—1{W 5 } (2.15)

As is the case with the light traffic case, we have two kinds of packet flow
traffic that arrives at the node: one is from the access network and the other is
from the previous node. First we consider packet flow traffic coming from the
access network. Since v lightpaths are established, a packet flow from the access
network arrives at the routing kernel or one of the established lightpaths. A
packet flow arrives at the routing kernel according to a Poisson process with rate
(Lnode — 1 — ) A fiow while it arrives at the established lightpath according to a
Poisson process with rate Ay

The packet flow which arrives at the lightpath tries to establish a new cut-
through LSP in the lightpath. If a new cut-through LSP is not established due
to the shortage of bandwidth, the packet flow is forwarded to the routing kernel
for the transmission with the default path. Let P]S,ll)oss denote the probability that
this cut-through LSP establishment fails at the packet-flow arriving point. With
the M /G / K,/ K, queueing model, P}fl)oss is given by

0 Oviow/m)" /K
Tloss 5ot 0N stow/ ) /K

where 1/ is the mean transmission time of a packet flow for a cut-through LSP.

(2.16)

Since the packet flow which fails in establishing a new cut-through LSP in
the lightpath is forwarded to the routing kernel with rate P]S,ll)oss)\ flow, We assume
that packet flows arrive at the routing kernel from its access network according
to a Poisson process with rate {L,pq. — 1 — (1 — P}fl)oss)})\ Flow-

Next we consider packet flow traffic from the previous node. Because the
packet flow is transmitted from the previous node to the tagged node with the
default path all the time under heavy traffic, we assume that the packet flow
leaves the previous node according to a Poisson process with rate u,.. Thus the

Il

whole arrival rate of packet flows at the node, A%,,, is given by

)\(chlllow = (Lnode - 1))\flow + - (217)
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Finally, the arrival rate of the packets at the routing kernel in the tagged
node, A, is given by

}low = {Lnode —1- ,7(1 - Pjg,ll)oss)}AﬂOTU + (218)

2.5.2 Performance Analysis

In this subsection, we derive performance measures of the dynamic lightpath
configuration method in the case of heavy traffic. As shown in Fig. 2.10, we
consider an M /G/1/K, queue and v M /G/K,;/ K, queues.

Let p, and p) denote the offered and carried loads of the routing kernel,

respectively. We have

;low
pr = ) (2.19)
i

where A}, is given by (2.18). We define 7 as the steady state probability that

there are no packet flows in the routing kernel. Then p/. is expressed as [57]

, pr
_ , 2.20
= (2.20)

Since a packet flow is lost only at the routing kernel and hence the loss probability

Pt 1055 18 given by

1 n
P Jloss — {1 - } fow' (221)
! 7T6 + p7‘ )‘(;lllow

Moreover, the wavelength utilization factor Py is expressed as

pi«ﬂ{l— TVAL }
Pf,wave: ZVIcVO(Aflow/ll) k! ' (222)

We can calculate 7 in a recursive procedure [57].

Remark. Since 7 is defined as the number of established lightpaths at the node,
~ should take integer value. However, Pt ,ss and Pt yqpe are approximations and
it is not clear whether non-integer v greatly affects Pfjoss and Py ape, Or nOt.
Therefore, for the calculations of Pjjoss and Ppiave, we use (2.15) which takes

real values.
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2.6. Numerical Examples

In this section, we show some numerical results calculated by the approximation
analysis and simulation. In the simulation, we assume that the lightpath estab-
lishment /release time, 1/p, and the extra holding time, 1/h, are constant, while
they are exponentially distributed with the means 1/p and 1/h in the approxi-
mation analysis.

We assume that the bandwidth of a wavelength, E, is equal to 10 Gbps and a
packet flow contains 10 packets whose sizes are 1,250 bytes on average 2 . Hence
the size of a packet flow is exponentially distributed with the mean 0 f;0,, =100,000
bits.

2.6.1 Light Traffic Case

In this subsection, we show numerical results in the case of light traffic. Here,

performance measures are calculated with the analysis results of Section 2.4.

2.6.1.1 Impact of Processing Speed of the Routing Kernel

First we consider how the processing speed of the routing kernel affects the packet-
flow loss probability and wavelength utilization factor. We set W = 4, K, = 5,
T, = 3, and L,q. = 10. In this network, we assume that each wavelength sup-
ports cut-through LSPs with fixed bandwidth E; = 2.5 Gbps. Hence the number
of cut-through LSPs in a lightpath, Kj, is equal to 4 and the mean transmission
time of a cut-through LSP, 1/, becomes equal to 2.5 us. In addition, we assume
that both the mean lightpath establishment/release time 1/p and the mean extra
holding time 1/h are equal to 10 ms.

Figs. 2.13(a) and (b) show the packet-flow loss probability and wavelength
utilization factor, respectively, against the arrival rate of packet flows in the cases
of 1/, = 10, 20, and 100 ys.

2 We investigated the case where the average number of packets in a packet flow is 1000
and obtained the tendency similar to those in the case where the number of packets is 10. In
this case, however, lightpaths are rarely established and released, and hence the impact of the

lightpath establishment /release time becomes small.
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Figure 2.13. Packet-flow loss probability and wavelength utilization factor vs.

arrival rate from access network in the light traffic case.

From Fig. 2.13(a), we observe that the loss probability calculated with the
approximation analysis is almost the same as that with the simulation when the
processing speed of the routing kernel is 10 ps. On the other hand, we can see
the discrepancy between the analysis and simulation results when the processing
speed of the routing kernel becomes large. This is because a large processing time
of the routing kernel causes a large loss probability and our assumption does not
hold. However, our approximation analysis is useful for the calculation of the loss
probability especially when the loss probability is smaller than 0.05.

In addition, from Fig. 2.13(b), we observe that the analytical model is useful
for the calculation of the wavelength utilization factor when the wavelength uti-
lization factor is smaller than 0.15. Therefore, our approximation analysis in the
case of light traffic is effective.

From both figures, we observe that the large processing time of the routing
kernel gives a large loss probability and a large wavelength utilization factor. This
is because the large processing time of the routing kernel causes congestion and
this results in the increase of the number of established lightpaths.

In the following subsections for the light traffic case, only analytical results

are shown because the analytical and simulation results are almost the same.
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Figure 2.14. Packet-flow loss probability and wavelength utilization factor vs.
bandwidth of cut-through LSP in the light traffic case.

2.6.1.2 Impact of the Bandwidth of Cut-Through LSPs

Next we investigate how the bandwidth of cut-through LSPs in a lightpath affects
the packet-flow loss probability and the wavelength utilization factor. We assume
that W = 2, K, = 5, T, = 1, Lpoge = 10, 1/p, = 10 ps, and 1/h = 10
ms. In terms of the arrival rate of packet flows from access network, we set
(Lnode — 1) A f10w = 0.05.

Figs. 2.14(a) and (b) show the packet-flow loss probability and wavelength
utilization factor, respectively, against the bandwidth of cut-through LSPs in the
cases of 1/p = 0.1, 1, 10, and 100 ms. Here, the bandwidths of cut-through
LSPs, Ej, are set to 50, 153.8, 625, 1250, and 2500 Mbps, i.e., the numbers of
cut-through LSPs in a lightpath, K, are 200, 65, 16, 8, and 4.

From these figures, we observe that smaller bandwidth of a cut-through LSP
gives a smaller loss probability and a larger wavelength utilization factor. In
particular, from Fig. 2.14(b), we observe that the small bandwidth of LSPs in
a lightpath gives a large wavelength utilization factor as the lightpath establish-
ment /release time becomes small. This implies that multiple LSPs with small
bandwidth effectively utilize the large bandwidth of a lightpath
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Figure 2.15.
threshold in the light traffic case.

Packet-flow loss probability and lightpath utilization factor vs.

2.6.1.3 Impact of Congestion Threshold

Next, we investigate how the congestion threshold affects the packet-flow loss
probability and lightpath utilization factor. We assume that W = 4, K, = 10,
Lyoge = 10, 1/p, = 10, and 1/h = 10 ms. In addition, we assume that E; = 10
Gbps and (Lyede — 1)Afiow = 0.1.

Figs. 2.15(a) and (b) show the packet-flow loss probability and lightpath uti-
lization factor, respectively, against the threshold in the cases of 1/p set to 1, 10,
100, and 1000 ms. In addition, we indicate the optimal thresholds which achieve
the smallest loss probability and the largest lightpath utilization factor in both
figures.

From Fig. 2.15(a), we find that the values of T} equal to 1, 1, 3, and 5
give the smallest loss probability in the cases of 1/p = 1, 10, 100 and 1000 ms,
respectively. Moreover, in Fig. 2.15(b), the same thresholds also give the largest
lightpath utilization factor. That is, the optimal thresholds in terms of both
performance measures are the same.

When the threshold is smaller than the optimal threshold, congestion occurs
frequently and this results in frequent lightpath establishment and release. Note
that both the loss probability and the lightpath utilization factor do not degrade
so much even though the wavelength can not be used during the lightpath estab-
lishment /release time.

On the other hand, as the threshold becomes larger than the optimal thresh-
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Figure 2.16. Packet-flow loss probability and wavelength utilization factor vs.

extra holding time in the light traffic case.

old, the congestion rarely occurs. If the congestion does not occur, most of
arriving packet flows are transmitted with the default path. This causes a large
loss probability and a small lightpath utilization factor.

Moreover, as the lightpath establishment /release time becomes large, the im-
pact of the threshold on both performance measures becomes large. Therefore,
it is important to design the threshold carefully in order to achieve a small loss

probability and a large lightpath utilization factor.

2.6.1.4 Impact of Extra Holding Time

In this subsection, we consider how the extra holding time affect the packet-
flow loss probability and wavelength utilization factor. We assume that W = 4,
K, =5 T, =1, Lyoge = 10, and 1/, = 10 us. We also assume that E; = 2.5
Gbps and (Lyode — 1) Afi0w = 0.05.

Figs. 2.16(a) and (b) show the loss probability and wavelength utilization
factor, respectively, against the extra holding time in the cases of 1/p = 0.1, 1,
10, and 100 ms.

From Fig. 2.16(a), we observe that the packet-flow loss probability decreases
as the extra holding time becomes large. In addition, the loss probability becomes
large when the lightpath establishment /release time is large. This is because a
wavelength can not be used during the lightpath establishment /release time and

frequent establishment and release of lightpaths waste the time.
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However, a small extra holding time becomes efficient for the loss probability
when the lightpath establishment /release time is in the order of 10 ms. If the
lightpath establishment/release time is 10 ms, the extra holding time of 20 ms is
enough for providing a small loss probability.

From Fig. 2.16(b), we observe that the wavelength utilization factor increases
as the extra holding time becomes large. In addition, we find that the wavelength
utilization factor is large when the lightpath establishment /release time is large.
A small extra holding time becomes efficient for the wavelength utilization factor
when the lightpath establishment /release time is in the order of 10 ms. If the
lightpath establishment /release time is 10 ms, the extra holding time of 20 ms is
also enough for providing a large wavelength utilization factor.

From the above observations, a small extra holding time can provide a small
loss probability and a large wavelength utilization factor when the lightpath es-
tablishment /release time is in the order of 10 ms. The extra holding time should
be set to 20 ms rather than 100 ms in the case of 1/p = 10 ms, because the small

extra holding time is effective for an asymmetric ring network.

2.6.2 Heavy Traffic Case

In this subsection, we present numerical examples of the packet-flow loss prob-
ability and wavelength utilization factor for the heavy traffic case. We assume
that W =4, K, =5, T, = 3, Lypoge = 10, and 1/, = 10 ps. We also set E; = 2.5
Gbps.

2.6.2.1 Impact of Lightpath Establishment/Release Time

We investigate how the lightpath establishment /release time affects the packet-
flow loss probability and wavelength utilization factor.

Figs. 2.17(a) and (b) illustrate the packet-flow loss probability and wavelength
utilization factor, respectively, against the arrival rate from the access network
with 1/h = 10 ms and 1/p = 0.1, 1, 10, and 100 ms. From Figs. 2.17(a) and
(b), we observe that the results of simulation lie between the curves of the upper
and lower bounds. Note that in Fig. 2.17(a), the upper bound value of ~ gives
the lower bound of the packet-flow loss probability, while the lower bound of
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Figure 2.17. Packet-flow loss probability and wavelength utilization factor vs.

arrival rate in the heavy traffic case, 1/h = 10 ms.

gives the upper bound of the packet-flow loss probability. On the other hand, in
Fig. 2.17(b), the upper bound value of «y gives the upper bound of the wavelength
utilization factors and vice versa.

In Fig. 2.17(a), the simulation results close to the upper bound regardless of
the establishment /release time. Note that the upper bound of the packet-flow loss
probability is calculated with the lower bound of v equal to 2(W —1)/L;0q.. That
is, the lower bound of v succeeds in the prediction of loss behavior at packet-flow
level under heavy traffic.

On the other hand, we observe in Fig. 2.17(b) that the simulation results
become close to the lower bound when the establishment/release time becomes
large. However, the discrepancy between the upper and lower bounds is relatively
large.

Figs. 2.17(a) and (b) show that the packet-flow loss probability and the wave-
length utilization factor do not change so much when the lightpath establish-
ment /release time becomes large. This is because the established lightpaths are

not released frequently due to the heavy traffic.

2.6.2.2 Impact of Extra Holding Time

Finally, we investigate how the extra holding time affects the packet-flow loss
probability and the wavelength utilization factor. Figs. 2.18(a) and (b) show the

packet-flow loss probability and the wavelength utilization factor, respectively,
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Figure 2.18. Packet-flow loss probability and wavelength utilization factor vs.

arrival rate in the heavy traffic case, 1/p = 10 ms.

against the arrival rate with 1/p = 10 ms and 1/h = 0.1, 1, 10, and 100 ms.
From Fig. 2.18(a), simulation results lie between the upper and lower bounds.
As is the case with Fig. 2.17(a), the upper bound gives the good estimate of the
packet-flow loss probability. From Fig. 2.18(b), we also observe the same tendency
as Fig. 2.17(b). As a result, the upper and lower bounds for the packet-flow loss
probability gives good estimates, while those for the wavelength utilization factor
fails in providing accurate estimates. Further improvement is needed for the

accurate estimation of the wavelength utilization factor.

2.7. Conclusions

In this chapter, we considered the dynamic lightpath configuration method where
a lightpath supports multiple LSPs, and analyzed the loss probability of packet
flows and the wavelength utilization factor under light and heavy traffic conditions
for symmetric WDM ring networks.

Numerical results in the light traffic case showed that our approximation anal-
ysis gives good estimates for the packet-flow loss probability and wavelength uti-
lization factor. With multiple LSPs in a lightpath, the dynamic lightpath config-
uration method becomes effective when the lightpath establishment /release time
becomes small. As for the design of the threshold in the method, the optimal
thresholds which give the smallest loss probability and the largest lightpath uti-
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lization factor can be obtained from the light traffic analysis. It is important to
design the threshold carefully in order to achieve a small loss probability and a
large lightpath utilization factor. We also observed in the light traffic case that
a small extra holding time is effective when the lightpath establishment /release
time is in the order of 10 ms.

In the heavy traffic case, we showed that our approximation analysis with
the lower bound of v is useful to estimate the packet-flow loss probability. On
the other hand, the resulting estimates of the wavelength utilization factor are
not accurate. Further improvement of the approximation is needed for the well

estimation of the wavelength utilization factor.
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Chapter 3

QoS-Guaranteed Wavelength

Allocation

3.1. Introduction

With the recent increase of Internet users and the diversity of network applica-
tions, QoS provisioning becomes increasingly important in all-optical wavelength
routing networks. In [23, 24, 25, 26, 27], the general approach for service-specific
routing and wavelength allocation has been proposed. With the approach, a
connection is established according to twofold metrics, i.e., QoS metrics (service
requirements) and resource metrics (quality constraints). In this approach, wave-
lengths are classified into multiple groups which can support different services
according to the quality attributes. As for QoS metrics, transmission quality,
restoration, network management, and policies have been considered. Given that
connections are established according to the above QoS metrics, the connection
loss probability of each QoS class has been evaluated.

On the other hand, when wavelengths are transparent to bit rate, protocol,
and modulation formats, a connection with any service requirements is established
with any idle wavelength [23, 48]. In such a network, QoS guarantee for the
connection loss probability is also important.

Moreover, under the current wavelength conversion technology, one of the
popular conversion techniques is limited-range wavelength conversion which can

convert input wavelength to some wavelength within a limited range. [74] has
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shown that four wavelength mixing (FWM) can convert an input wavelength into
any output wavelength within 65nm which is the difference between the output
and input wavelengths. In this chapter, we focus on the connection loss probabil-
ity as the QoS metric and consider a QoS-guaranteed wavelength allocation for
the wavelength routing network with the limited-range wavelength conversion.

In the proposed allocation, the pre-determined number of wavelengths are
allocated to each QoS class depending on the priority of loss probability. Here, a
wavelength set for a QoS class is a proper subset of other sets for higher classes.
Moreover, the wavelength set for the highest priority class includes all wavelengths
multiplexed in an optical fiber so as to decrease the connection loss probability.
When a connection of a QoS class is established along several links, an idle
wavelength in the wavelength set of the class is allocated at each link. Here,
we consider two wavelength selection rules according to which idle wavelength is
selected from the wavelength set for requested QoS class. The connection loss
probability of each class greatly depends on the combination of the wavelength
selection rules. We consider three combinations of wavelength selection rules and
compare those in a single link and in a uni-directional ring network.

As for the performance evaluation of the QoS-guaranteed wavelength allo-
cation, we derive connection loss probability of each QoS class on a single link
in wavelength routing network using continuous-time Markov chain. With this
analytical result, we investigate the impact of three combinations of wavelength
selection rules on connection loss probability of each QoS class. We also inves-
tigate the connection loss probability for a uni-directional ring network with the
limited wavelength conversion by simulation.

The rest of the chapter is organized as follows. Section 3.2 represents the
QoS-guaranteed wavelength allocation method. In Section 3.3, we present our
analytical model on a single link in the wavelength routing network and derive
the connection loss probability of each QoS class. Numerical examples are shown

in Section 3.4 and conclusions are presented in Section 3.5.
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3.2. Proposed Method

In this section, we present our QoS-guaranteed wavelength allocation method
in detail. We consider an all-optical wavelength routing network where each
node has FWM wavelength conversion, because FWM does not depend on the
modulation format and the bit rate [48]. Let W denote the number of wavelengths
multiplexed into an optical fiber. According to the threshold model in [20] and
[69], we assume that the range of FWM wavelength conversion for wavelength
w; (1 <4 < W) is from Wmax(1,i—6) t0 Wmin(i+e,w) Where 6 is a non-negative
integer and called threshold in the following. Note that the FWM wavelength
conversions with # = 0 and W — 1 are corresponding to no wavelength conversion
and full-range wavelength conversion, respectively.

In this wavelength routing network, M QoS classes require different acceptable
loss probabilities. M QoS classes are numbered from 1 to M and class ¢ has high
priority over class 7 when ¢ < j and the class ¢ requires smaller connection loss
probability than class j. Therefore, the connections of class 1 have the highest
priority and require the smallest loss probability.

In our QoS-guaranteed wavelength allocation, W wavelengths {wy, -, wy }
are classified into M wavelength sets DI (i = 1,---, M). Let W[ denote the
number of wavelengths in Dc(f). Connection of class 7 is established with wave-
length in D{Y. Each D{") and W satisfy the followings.

M % 1
Dgl) — {wl,-“,ww,;w}a 1<i< M, (3.2)

(3.3) implies that higher priority class can use more wavelengths and it is ex-
pected that the resulting connection loss probability of high priority class is small.
Figure 3.1 shows how W wavelengths are classified into M QoS classes in the pro-
posed method.

In the QoS-guaranteed wavelength allocation, the following two different rules

of wavelength selection are considered.

Rule 1: The wavelength with the minimum index number in D(g") is selected.

44



’)Nav?lengths D%)

1
Wi

TN e
W= I == ==

Figure 3.1. QoS-guaranteed wavelength allocation.

Rule 2: The wavelength with the mazimum index number in D((j) is selected.

A connection of class 7 is established with an idle wavelength in Dé") at each
link. Each QoS class follows either Rule 1 or Rule 2. The wavelength selection
rule of each QoS class affects the performance of the proposed method. Note that
the number of available wavelengths for class ¢ under Rule 1 is likely to be larger
than that under Rule 2. In other words, the connection loss probability of the
class ¢« under Rule 1 is likely to be smaller than that under Rule 2. However, the
connection establishment of the class ¢ under Rule 1 directly affects the number
of available wavelengths for lower priority classes than i. This implies that the
traffic intensity of the class ¢ under Rule 1 greatly affects the connection loss
probabilities for lower priority classes.

When the class ¢ follows Rule 2, on the other hand, the connection establish-
ment of the class ¢ does not significantly affect the number of available wavelengths
for lower priority classes and this means that the connection loss probabilities of
lower priority classes are less affected by the traffic intensity of the class i. Note
that the connection establishment under Rule 2 hardly has a large impact on
higher priority classes.

Because the number of classes is M, there are 2" combinations of the wave-
length selection rules. In this chapter, however, we consider three combinations
shown in Table 3.1.

In Method 1, all classes follow Rule 1 and, in Method 2, class 1 follows Rule
2 and the other classes follow Rule 1. Classes 1 and 2 follow Rule 2 and other
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Table 3.1. Three combinations of wavelength selection rules.

class 1 | class 2 | other classes

Method 1 || Rule 1 | Rule 1 Rule 1
Method 2 || Rule 2 | Rule 1 Rule 1
Method 3 || Rule 2 | Rule 2 Rule 1

classes follow Rule 1 in Method 3. Note that the number of available wavelengths
for lower priority classes than classes 1 and 2 for Method 1 is likely to be the
smallest while that for Method 3 the largest.

Here, we explain how a connection of each class is established between end
nodes. As mentioned the above, W wavelengths {wy, -+, wy } are multiplexed
into a fiber at every link and each node has an FWM wavelength converter with
threshold 6. At each link, W wavelengths are classified into M wavelength sets
and wavelength set D) (i = 1,---, M) is allocated to class i. When w; €
Déi) is selected for the class ¢ connection at some link, the conversion range for

wavelength at the next link is from wyax1,j—6) to In this case,

w._ . . O
min(j+6,W,")
an available wavelength for the next link is selected according to either of the

following two procedures based on first-fit algorithm [20].

Procedure 1: If the class i (i = 1,---, M) follows Rule 1, an idle wavelength
with the minimum index number in the set {’LUmaX(Lj_@), cee wmin(j+97W(1(i))}
is selected.

Procedure 2: If the class i (i = 1,---, M) follows Rule 2, an idle wavelength
with the mazimum index number in the set {wmax(u,g), cee wmin(j+67W(1(i))}
is selected.

If wavelength allocations in all links along the path succeed, lightpath connection

is eventually established.
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3.3. Performance Analysis

In this section, we derive the connection loss probability of each QoS class for a

single link in the wavelength routing network. We use the following assumptions.
1. W wavelengths are multiplexed into a fiber at a single link.

2. The number of QoS classes is M and the class i (i = 1,---, M) has priority

over the class j if 1 < j.

3. Connections of the class ¢ arrive at the single link according to a Poisson

process with rate A{) and total arrival rate is Aeopn = o0, AL

conn conn*

4. Connection holding times of all classes are exponentially distributed with

rate Leonn-

5. No queueing for connection request is permitted, that is, the connection is

lost immediately after the connection establishment fails.

Let Dé") (t=1,---, M) denote the wavelength set given by

q

. DW — DU+ < M,
DY =¢ a - (3.4)
DM, i =M,

where D{) is a wavelength set of the class i. In addition, we define W[ (i =

1,--+, M) as the number of wavelengths in D((Ii). We have

q q

W, i= M.

q

o W(z) . W(iJrl) < M
W = { p s (3.5)

Let N{(t) (i = 1,---, M) denote the number of wavelengths which are utilized
in D{) at time t. Note that
0SNG <WW, i=1,-- M. (3.6)
We define the state of the link at time ¢ as

(Nél)(t)v'"7N(§i)(t)7"'7Nq(M)(t))‘ (37)
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Table 3.2. State transition rate in Method 1.

Current state: (Nél), s N,gi), e ,N,gM)) | Next state | Transition rate
N < WD o, N1 Aeonn

N < Wi%or Jie {1,---,M — 1},

NP =W for vk € {i+ 1, M} | (NG, NP 41, NG S A,

NCEZ) >0 | (N§1)77N(§Z) — 17N(§]\/I)) | N(gi)uconn

Table 3.3. State transition rate in Method 2.

Current state: (N,;l), cee Néi), e ,NéM)) | Next state | Transition rate
—— R U RN
N < W for Jie {2,---, M — 1},
Nq(]):Wq(J) fOI‘Vje{lv"'vifl}v (ngl)v"'qu(z)+17“"N‘§]\/j)) )\‘(5‘1))""
NP < W for Ik e {i+1,---, M}
N < W,qw), Néz) < Wi for Jie{1,---,M -1} (N, N 1) D ramy Mo
N < Wi for i {2,---, M — 13,
Nq(])<1_/T/q(J) for3j € {1,---,i -1}, (ngl)7"'7N€({z)+1"“’N‘§]\/j)) Zin:Q)\‘(;’n")"
NP =W for vk e {i+1,---, M}
NS < W™ NG = Wi for vie {1, M — 1} (NG, NP 4 1) Aconn
N < W for Jie {2,---, M — 1},
N =W for Vi€ {1, i~ 1) (N NG 1, NEDY ST G
NP =W for vk e {i+1,- -, M}
7 T 7 17 7
D o T e

Let U, denote the state space of (N{V(¢),---, N\*)(t)). From the above assump-
tions, (N{V(t),- -+, N{™)(t)) is a continuous-time Markov chain [31]. Since we con-
sider the queueing behavior in equilibrium, we omit ¢ in the following. In Tables
3.2, 3.3 and 3.4, we show transition rates from the state (NV), - N{ ... NOD)
in Methods 1, 2 and 3, respectively.

Let W(Nél), cee NéM)) denote the steady state probability of (Nél), e NéM)).
(N, q(l), Y éM )} is uniquely determined by equilibrium state equations and fol-

lowing normalized condition

S or(N&, - NIy = 1 (3.8)

(N NMer,
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Table 3.4. State transition rate in Method 3.

Current state: (Nél), R N,gi), e ,N,gM)) | Next state | Transition rate
N W oL ) o
T W N < AN N N
NP <« WD N <« W for 3i e {3,---, M — 1},
Nq(]):Wq(J) fOI‘v]e{Q,,’L*l}, (N§1)77Nq(z)+177NL§A/I)) A((:12))71,77,
N <« Wi for 3k € {i+1,---, M}
N < Wit NG < WD for 3i€ {2, M — 1} (NSO, NS ) S Al
N < W for 3 € {3,---, M — 1},
N < WP for 3j e {2, i~ 1}, (N N 1, Ny S Al

N =W for vk € {i+1,---, M}
N < W for i e {2,---, M — 1},
NP =W forvie {1, i—1}, (N
NE <« W for 3k e {i+1,---, M}
Nq({M) < Wél\/f)7 Nq(,l) < Wél)

N =W for Vj € {2,---, M — 1} NG, NgM 4 1) D ey Mo
N < W for Ji € {2,---, M — 1},

NP <D NS =W forvje 2, i— 1) | (NG NG 1 N A,
N =W for vk € {i4+1,---, M}

ngj\/[) < V—Vé]M)

D NG 1 NED) | G+ A

N = w8 for vj € {1,---, M — 1} (NP, N 1) Aconn
N < W for i€ {3, , M — 1},
N =W forvje {1,---,i— 1} (NGD - NG 1, NG |3 A
N =W for vk € {i +1,---, M}

N >0 [ (N, N =1 N T NG peonn

Equilibrium state equations for Method 2 are shown in Appendix B. Similarly,
those for other methods can be obtained from Tables 2 and 4.
With w(NW, - NM)), the connection loss probability of the class 4, Pq(i)

Jossy
is given by
Pq(,il)oss _ Z W(Nél), . ‘aNq(i_”,N(](i_l), _q(i)’V_Vq(i—i—l)’ . ‘7Wq(M))' (3.9)

1 i—1 i—1
(NS N DYeufY

Here, Uq(i) denotes the state space of (Nq(l), <o, NGO,
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Figure 3.2. Connection loss probability vs. total connection arrival rate for a

single link.

3.4. Numerical Examples

In this section, we show some numerical examples for the QoS-guaranteed wave-
length allocation in cases of Methods 1, 2 and 3. First we consider a single link in
the wavelength routing network, and then we consider a uni-directional ring net-
work. In both cases, we assume that the number of QoS classes is three. Moreover,

we assume that the connection holding time is exponentially distributed with rate

Heonn = 1.

3.4.1 Single Link in Wavelength Routing Network

In this subsection, we consider a single link in the wavelength routing network.
The connection loss probabilities of three QoS classes, Py p® and pY

q,lossy * q,loss? q,loss?

are calculated by the analysis in the previous section and by simulation.

3.4.1.1 Impact of Total Connection Arrival Rate

First, we consider how the total arrival rate of connections affects the connection
loss probability for each QoS class. Here we assume that the number of wave-
lengths is W = 32. 32 wavelengths are classified into Dél), Df) and D(g‘g) and
the numbers of wavelengths in these sets are given by Wq(l) = 32, Wq(2) = 16 and
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W® =10, respectively. In addition, we set AL = A2 = A8 = X /3.

In Fig. 3.2, lines and dots denote the results of the analysis and simulation,
respectively. From this figure, we observe that analytical and simulation results
are almost the same regardless of the increase of total arrival rate. Therefore the
analytical results are effective for the evaluation of the three methods under the
above setting.

We also see that the QoS-guaranteed wavelength allocation method provides
multiple QoS classes in terms of the connection loss probability. The connection
loss probability of the class 1 for any method is the smallest among three priority
classes because the connections of the class 1 can utilize more wavelengths than
those of the other classes. However, this results in the large loss probabilities of
the classes 2 and 3.

As for the effect of the combination of wavelength selection rules, the loss
probability of the class 1 for Method 1 is the smallest among three Methods.
This is because for Method 1, the connections of the class 1 are likely to utilize
the largest number of wavelengths in D(SQ) and D(g?’) among three methods.

We also observe from this figure that the connection loss probability for any
method increases as the total connection arrival rate becomes large. Nevertheless,
for each QoS class, the above tendency of connection loss probabilities for the

three methods does not change.

3.4.1.2 TImpact of the Loss Probability Required for Each QoS Class

Next, we consider how the connection loss probability required for each QoS

class affects the performances of Methods 1, 2, and 3. Here we assume that the

number of wavelengths W = 32 and that A\{() = A2 =\ =7 In addition,
it is required that Pq( l)oss is smaller than or equal to the constant o. When « is

given, the number of wavelengths for each QoS class is determined so as to satisfy

Pq(,?les < a. Note that as o becomes small, the number of wavelengths for each

QoS class is restricted to a small set.

Connection loss probabilities Pq(ll)oss, Pq(Qloss and Pq( 1oss are calculated With (3.9)

for all (W), W®)s such that 0 < W® < W® < 32, and P}, and P | with

q,loss loss

which P8 ) < « holds are plotted in Fig. 3.3. We also calculate with M/M/c/c

q,loss

the connection loss probability for single QoS class where no QoS is guaranteed
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Table 3.5. Comparison of analytical results with simulation ones (with 95% con-
fidence interval) in the case of Wq@) = 25 and Wq(3) = 23.

(a) Method 1.

Analysis Simulation

PU) ., | 741850405 | 7.280973¢-05+1.067724-05
5.388198e-02 | 5.413990e-020.042510e-02

1.055443¢-01 | 1.057769e-01::0.005052¢-01

q,loss

q,loss

(b) Method 2.

Analysis Simulation

Pq(,ll)oss 3.852461e-03 | 3.802187e-031+0.113577e-03
8.275647e-03 | 8.224171e-031+0.166026e-03

1.400443e-02 | 1.400785e-02+£0.023819e-01

q,loss

q,loss

(¢) Method 3.

Analysis Simulation

Pq(,ll)oss 4.095847e-03 | 4.045786e-03£0.113599e-03
9.383536e-03 | 9.346767e-031+0.179258¢e-03

1.040093e-02 | 1.034486e-02+0.019668e-02

q,loss
(3)
q,loss

(no QoS in Fig. 3.3).

Table 3.5 shows the comparison of analytical results with simulation ones
(with 95% confidence interval). From this table, we find that those results are
almost the same regardless of QoS class and method in the case of Wq(l) = 32,
Wq@) = 25 and Wq(3) = 23. We have investigated other cases of (Wq@), Wq(g))’s
and observed that analytical results are almost the same as simulation ones.
Therefore, our analytical results under the traffic condition A) =7 for i = 1,2
and 3 are efficient enough to discuss the performance of the proposed method.

Figs. 3.3(a), (b), and (c) show Pq(,llg)ss and Pq(,QlZ)ss for Methods 1, 2, and 3 in the

case of a = 1.0, respectively. Note that, in the case with a = 1.0, any combination
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of (WP W) satisfies P&

q,loss

< «. From these figures, we observe that Method
1 can provide the smallest loss probability for the class 1 among three methods.
This is because, in Method 1, all QoS classes follow the wavelength selection
rule 1 and the class 1 connections can use more wavelengths in D ) and D(3
However, Method 1 tends to provide larger loss probability for the Class 2 than
Methods 2 and 3. On the other hand, in Method 2, the class 1 follows the rule
1 and the classes 2 and 3 follow the rule 2. Because the class 2 connections can
use more wavelengths in Df) and DC(13), Method 2 can provide the smallest loss
probability for the class 2 among three methods.

Figs. 3.3(d), (e), and (f) show Pq( 1ss and Pq Ioas

the case with a = 1.0, we observe from Figs. 3.3(d) and (e) that Method 1 can
provide the smallest connection loss probability for the class 1, and that Method 2

in the case of = 0.5. As is

can provide the smallest connection loss probability for the class 2. With Method
2, both loss probabilities of the classes 1 and 2 can be smaller than the connection
loss probability provided in no QoS-guaranteed network. Because, in Method 1,
the classes 1 and 2 adopt Rule 1, the number of wavelengths which the class 2

can use becomes slightly large and this results in the slight decrease of Pq Ioss-

That is, in Method 1, increasing Wq2) does not improve P? 5o much. On the

q,loss
other hand, in Method 2, p?

q,loss

implies that the improvement of P lOSS depends on not only Wq(z) but also the

is greatly improved by the increase of Wq(2). This

rule adopted by individual QoS class.

Figs. 3.3(g), (h), and (i) show the case of & = 0.05. As « becomes small,
connection loss probabilities for the classes 1 and 2 become large and the number
which satisfy PG

qloss < « becomes small. This is

of pairs of P lOSS and P

q,loss

because the number of wavelengths allocated for the class 3 increases and thus

causes the decrease of wavelengths available for the classes 1 and 2.

Figs. 3.3(j), (k) and (1) show Pq(loss and Pq ss 1 the case of @ = 0.01. We
observe that Methods 2 and 3 can provide a small number of pairs of Pq( l)oss nd
Pq( 10ss While no wavelength combination exists for Method 1. In Method 1, all

QoS classes follow Rule 1 and the resulting number of wavelengths utilized by
the class 3 decreases. On the other hand, Rule 2 is adopted for the class 1 in
Method 2 and the classes 1 and 2 in Method 3, and this causes the increase of

the number of wavelengths utilized by the class 3.
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Figure 3.3. Impact of required loss probability for each QoS class.
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and P

q, loss

Furthermore, Method 3 can provide 46 pairs of Pq( loss whereas

Method 2 provides 26 pairs. In Method 3, only the class 3 follows the Rule 1.
Hence, with Method 3, the connections of the class 3 can use more wavelengths
in Df’) and Method 3 can provide the smallest loss probability for the lowest
priority class 3 among three methods. Therefore, Method 3 is effective when low
priority class requires small connection loss probability.

In Fig. 3.3, the following four points are defined.
A: PY)

q loss

q, loss

C: P<3)

q,loss

D: P

q,loss

are smaller than the connection loss probability in the no QoS

is the smallest.
is the smallest.
is the smallest.
is the smallest among the points such that both PY and P?

q,loss q,loss

guaranteed case.

We also present (W, W) at each point.

When « is one, regardless of methods, (W W®) = (2,1), (31,1), and
(31, 30) provide the smallest loss probability for the classes 1, 2 and 3, respectively.
As « decreases, larger Wq(3) is required to provide the smaller connection loss
probability of the class 3. In particular, Method 1 requires the largest Wq(3)
among three methods.

In Methods 1 and 2, the point A is given by (W2, W) = (Wq(?’) +1, W),
as expected. However, A in Method 3 does not always satisfy (W + 1, W)
(see Figs. 3.3(f) and (1)). This is because Pq 1ss for Method 3 is largely affected
by W®. When W(2 is small, the class 2 is likely to use wavelength in D{* and
this causes large Pq 1 es- As aresult, Pq( %) < a does not hold with (W@, W) =
(Wq(g’) +1, Wq(3 ). As for the points B and C, we always have Wq@) =W —1 for
B and (W, W) = (W —1,W —2) for C.

From Fig. 3.3, we can obtain the best wavelength allocation according to a
nd

< «, the point

given QoS policy. For example, if we have a QoS policy in which Pq( l)oss
p(2)

q,loss

D provides the best combination of (W?, W/3).

are smaller than the connection loss probability and Pq( l)oss
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Figure 3.4. Impact of the number of wavelengths.

3.4.1.3 Impact of the Number of Wavelengths

We consider how the number of wavelengths affects the performance of QoS-

guaranteed wavelength allocation. Here we assume that A\() = X2 = \B) =
7.

Fig. 3.4 shows Pq(’llz)ss and Pq(?l)oss when Pq(iz)ss < a = 1.0. Figs. 3.4(a), (b), and
(c), Figs. 3.4(d), (e), and (f), and Figs. 3.4(g), (h), and (i) show the results in
the cases of W = 8, 16, and 24, respectively. Note that Figs. 3.3(a), (b) and (c)

correspond to the results in the case of W = 32.

o6



From Figs. 3.4(a), (b), and (c), we observe that Methods 1, 2, and 3 have
almost the same performance when the number of wavelengths is eight. This
is because W), W2 and W[® are small and the wavelength selection rules do
not affect the connection loss probability of each class. Even if the number of
wavelengths becomes 16, we can see the same tendency from Figs. 3.4(d), (e),
and (f).

When the number of wavelengths becomes 24 (see Figs. 3.4(g), (h), and (1)),
the connection loss probability of each class comes to depend on wavelength
selection rule. Method 1 can provide the smallest connection loss probability
for class 1 among three method because the connection of the class 1 can use
more wavelengths in Df’). Methods 2 and 3 can provide smaller connection loss
probability for the class 2 than Method 1 because the class 2 connection can use
more wavelengths in D((f’). However, Method 2 can provide smaller connection
loss probability for the class 1 than Method 3 because the class 1 can use more
wavelengths in Df). From the above, when the number of wavelengths is large,

it is important to adopt a suitable method for QoS provisioning policy.

3.4.2 Ring Network

In this subsection, we investigate the performance of the proposed method in a
uni-directional ring network. Here, in the uni-directional ring network, the benefit
of wavelength conversion is limited due to load correlation [29]. If § becomes large,
the performances of three methods do not change so much. Therefore, the results
similar to those in the ring network are obtained in other network topologies
where the benefit of wavelength conversion is large ! .

In the ring network, in addition to the assumptions in Section 3.3, we assume
that the number of nodes L, is equal to 10 and that the number of wavelengths
W equals 32. Moreover, we assume that all nodes have the capability of the
FWM wavelength conversion with threshold 6. The pair of source and destination
nodes of a connection is distributed uniformly, i.e., any pair is selected with
the same probability. The connection loss probability for the ring network is

calculated by simulation. We also evaluate the connection loss probability in no

I We investigated the performance of the proposed method in a random mesh network and

obtained the tendency similar to those in the ring network.
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Figure 3.5. Impact of threshold.

QoS-guaranteed network with FWM wavelength conversion by simulation.

3.4.2.1 Impact of Threshold

In this subsection, we consider how the threshold of FWM wavelength conversion

affects the performances of Methods 1, 2, and 3. Here we assume that the number

of wavelengths W = 16 and that A(}) = \2 =\B) =9
As is the case with Fig. 3.4, Fig. 3.5 shows Pq(,ll)oss and Pq(,QlB)ss when Pq(ilss <

a = 1.0. Figs. 3.5(a), (b), and (c), Figs. 3.5(d), (e), and (f), and Figs. 3.5(g), (h),
and (i) show the simulation results in the cases of § = 0, 8, and 15, respectively.
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From Figs. 3.5(a), (b), and (c), we can find that the performances of three
methods are almost the same. Note that § = 0 corresponds to no wavelength
conversion and this causes the large connection loss probability of each QoS class.
In this case, no matter what method is adopted, the connection loss probability
of each QoS class does not change so much.

When 0 is 8 (see Figs. 3.5(d), (e), and (f)), Method 1 provides the smallest
connection loss probability for the class 1 and Method 2 provides the smallest
connection loss probability for the class 2, as expected. On the other hand,
Method 3 can not provide the smallest connection loss probability for both the
classes 1 and 2.

We also observe the tendency in Figs. 3.5(g), (h), and (i), those are the case
of # = 15. Comparing the case of § = 8 with that of § = 15, we observe that the
results are almost the same in each method. Note that # = 15 corresponds to
full-range wavelength conversion for each wavelength set. These figures show that
large conversion capability does not always improve the connection loss probabil-
ity remarkably.

We have also investigated the effect of the wavelength conversion capability
on the connection loss probability. Fig. 3.6 shows how the threshold affects the
connection loss probability for three methods. We assume that W = 32 and
A, = A2, =28, =20, We set W =32 W® =19, and W =7 for
Method 1, WP = 32, W® = 10, and W/» = 3 for Method 2, and W" = 32,
W =10, and W® = 5 for Method 3 so that connections of class 1 for three
Methods have almost the same loss probability when the threshold is equal to
Z€ero.

From Fig. 3.6, we observe that large 6 is effective for the connection loss
probability of the class 1 while it does not improve those of the classes 2 and 3.
In addition, the connection loss probability of the class 1 in Method 1 is greatly
improved by 6. Note that the connection loss probability of the class 1 in any
Method is less improved when 6 > 15. This suggests that large capability of
wavelength conversion is not needed for the improvement of the connection loss

probability.
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Figure 3.6. Connection loss probability vs. threshold for ring network.

3.4.2.2 TImpact of Arrival Rate of Each QoS Class

Finally, we investigate how the arrival rate of each class affects the loss probability
of class 1 in ring network. Figs. 3.7(a), (b) and (c), Figs. 3.7(d), (e) and (f),
Figs. 3.7(g), (h) and (i), and Figs. 3.7(j), (k) and (1) are the cases of § = 31,
15, 10, and 0, respectively. When A%) = (i = 1,2, and 3) is a variable parameter,

conn

A9)’s (j # i) are constant and equal to 20. We set WP = 32, W/? = 20 and
Wq(g) = 10 for Method 1, Wq(l) = 32, Wq@) = 8 and Wq(g) = 4 for Method 2, and
W =32, W =9 and W® = 3 for Method 3. In the above setting, when
the arrival rates of all classes are 20 and the threshold is equal to zero, the loss
probabilities of the classes 2 and 3 for three methods become almost the same.

From Fig. 3.7(a), we observe that the connection loss probabilities of the
class 1 for three methods show the same tendency in the case of # = 31. On the
other hand, in Fig. 3.7(b), the connection loss probability for Method 1 increases
as the arrival rate of the class 2 becomes large. However, loss probabilities for
Methods 2 and 3 are almost constant when the arrival rate of the class 2 is larger
than 10.

Because Method 1 adopts the wavelength selection rule 1 for all classes, the
class 1 connections can use more wavelengths in D((f) and D((]3) than the classes 2
and 3. On the other hand, since Methods 2 and 3 adopt the wavelength rule 2

for the class 1, the class 1 connections use less wavelengths in D{? and D).
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Figure 3.7. Impact of threshold 6 for FWM wavelength conversion.
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Note that W[ and W{® for Method 1 is larger than those for Methods 2 and 3.
That is, the number of wavelengths which only the class 1 can use for Method 1
is smaller than those for Methods 2 and 3. When \()) (i = 2,3) is larger than
20, wavelengths in D((f) and D((13) are likely to be utilized by the classes 2 and 3.
In this situation, the class 1 is likely to use V_Vq(l) wavelengths and this results in
the increase of the connection loss probability of the class 1 for Method 1.

From Fig. 3.7(c), we observe that the connection loss probability of the class 1
for each method is not affected by the arrival rate of the class 3. Note that in each
method, Wq(?’) is smaller than Wq(l) — Wq(3), that is, Wq(?’) : Wq(l) — Wq(?’) =10:22
for Method 1, 4 : 28 for Method 2 and 3 : 29 for Method 3. The class 3 can not
use W —W® wavelengths and this results in small connection loss probability
of the class 1 against the increase of the class 3 arrivals. Therefore, Methods 2
and 3 are robust in the sense of keeping the connection loss probability of the
class 1 constant despite the increase of arrival rate of the other classes.

When 6 decreases from 31 to 15, connection loss probabilities of all classes
become large as shown in Figs. 3.7(d), (e) and (f). This is because the number of
available wavelengths on the next link is restricted. From these figures, we also
find that the connection loss probability for Method 1 increases as the arrival
rate of the class 2 becomes large. The connection loss probability of the class 1
for Method 1 becomes larger than one for Method 2 when A\2), is larger than 25.

Figs. 3.7(g), (h) and (i) show the case of # = 10. The connection loss probabil-
ity of the class 1 for Method 1 becomes larger than that for Method 2 when A2 |
is larger than 20. In addition, from Fig. 3.7(i), we can find that the connection
loss probability of the class 1 increases as the connection arrival rate of the class
3 increases.

Figs. 3.7(j), (k), and (1) show the connection loss probability in the ring net-
work without wavelength conversion capability. In these figures, the connection
loss probabilities of the class 1 for three methods have the same tendency regard-
less of the connection arrival rate of the class 1. However, the connection loss
probability of the class 1 for Method 1 becomes large as the arrival rate of the
class 2 or class 3 increases.

From Figs. 3.7(b), (e), (h), and (k), we find that the advantage of Method

1 decreases as 6 becomes small. When 6 is small, idle wavelengths are not used
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efficiently due to the restriction of wavelength conversion. To decrease the con-
nection loss probability in this case, more wavelengths are required. In Methods
2 and 3, the class 1 can use Wq(l) - Wq@) = 24 and 23 wavelengths, respectively.
However, in Method 1, the class 1 uses only W{» — W[? = 12 wavelengths.
Therefore, connection loss probability of the class 1 for Method 1 increases as 6
becomes small.

Hence, in the uni-directional ring network, the connection loss probability of
the class 1 for Method 1 is greatly affected by the arrival rates of lower priority
classes. When the wavelength conversion capability in the ring network is small,
Methods 2 and 3 are more robust and effective than Method 1.

3.5. Conclusions

In this chapter, we proposed a QoS-guaranteed wavelength allocation method
which provides multiple QoS classes for the connection loss probability. We con-
sidered three combinations of wavelength selection rules and have compared those
performances for a single link and a uni-directional ring network. Numerical re-
sults showed that our analysis is useful for both the optimal allocation of wave-
lengths and the best selection of Method.

In numerical examples, we found that Method 1 is effective to the highest
priority class. However, the connection loss probabilities of low priority classes
becomes large. When a low priority class requires a small connection loss proba-
bility, Method 1 is not effective. On the other hand, Method 2 is effective when
several priority classes require small loss probabilities. Method 3 is effective when
the low priority class requires a small loss probability.

The number of wavelengths and the wavelength conversion capability are also
important factors for the connection loss probability. When both the number of
wavelengths and the wavelength conversion capability are large, Method 1 can
provide the smallest connection loss probability for the class 1 while Method 2
can provide the smallest one for the class 2. Moreover, Method 3 can provide the
smallest connection loss probability for the class 3.

When the wavelength conversion capability is small, the robustness should be

considered, too. Method 1 is affected by the arrival rates of low priority classes
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while Methods 2 and 3 are not affected so much. This robustness of Methods 2 and

3 are attractive for QoS provisioning in terms of the connection loss probability.
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Chapter 4

Shared Wavelength Allocation

4.1. Introduction

In the previous section, we proposed the QoS-guaranteed wavelength allocation to
provide multiple QoS classes for the connection loss probability. In this proposed
allocation, the pre-determined number of wavelengths are allocated to each QoS
class depending on the priority of loss probability. Note that a wavelength set for
a QoS class is a proper subset of other sets for higher classes. If some wavelengths
are shared by all QoS classes and the other wavelengths are exclusively classified
into dedicated sets for QoS classes, it is expected that the total connection loss
probability becomes smaller than the exclusive wavelength allocation and that
the connection loss probability of each QoS class is less affected by the traffic
condition of other QoS classes.

In this chapter, we propose a shared wavelength allocation method to pro-
vide multiple QoS classes in terms of the connection loss probability. In the
shared wavelength allocation, wavelengths are classified into multiple dedicated
wavelength sets and a shared wavelength set. Each QoS class can utilize wave-
lengths within its dedicated wavelength set. To provide multiple QoS classes
for the connection loss probability, the dedicated wavelength set of high priority
class includes more wavelengths than that of low priority class. When a con-
nection request arrives at node, one of available wavelengths in the dedicated
wavelength set for its priority class is allocated to the connection. If there are no

available wavelengths in the dedicated wavelength set, one of wavelengths in the
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shared wavelength set is allocated to the connection. Since shared wavelengths
are utilized by all classes, it is expected that the total connection loss probability
decreases.

Since a connection may utilize dedicated and shared wavelengths along its
route, wavelength conversion is required at intermediate nodes. With limited-
range wavelength conversion, our proposed method is not directly applicable due
to the restriction of wavelength conversion capability. In this chapter, we also
consider how to apply the shared wavelength allocation method to the all-optical
wavelength routed network with the limited-range wavelength conversion. To
be more precise, wavelengths are classified into multiple wavelength subsets in
advance, and then the shared wavelength allocation method is applied to each
subset.

To evaluate the performance of our proposed method on a single link in wave-
length routed network, we investigate the connection loss probability of each QoS
class using approximation analysis and simulation. In the approximation anal-
ysis, we model the proposed method on the single link as a two-stage queueing
model which has multiple primary stations and a single secondary station. Using
the equivalent random method (EQRM), the connection loss probability of each
QoS class is calculated. We also investigate the performance of the method in
a uni-directional ring network by simulation. In numerical examples, we show
how the shared wavelength allocation affects the connection loss probability in
the wavelength routed network with the limited-range wavelength conversion.

The rest of the chapter is organized as follows. Section 4.2 explains the shared
wavelength allocation and how to apply the proposed method to the wavelength
routed network with the limited-range wavelength conversion. In Section 4.3, to
investigate the performance of the shared wavelength allocation method in the
single link, we present our analytical model for a node in the wavelength routed
network and evaluate the connection loss probability with the EQRM. Numerical

examples are shown in Section 4.4 and conclusions are presented in Section 4.5.
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Figure 4.1. Shared wavelength allocation.

4.2. Proposed Method

4.2.1 Full-Range Wavelength Conversion Case

In this section, we explain the shared wavelength allocation. First, we consider an
all-optical wavelength routed network where each node has full-range wavelength
conversion capability and W wavelengths are multiplexed into an optical fiber.
M QoS classes in terms of connection loss probability are provided and they
require different acceptable loss probabilities. M QoS classes are numbered from
1 to M and class ¢ has high priority over class 7 when ¢ < j. That is, the class
1 connections have the highest priority and require the smallest loss probability.
For simplicity, we call a connection of the class ¢ i-connection.

In the shared wavelength allocation, W wavelengths are classified into two
wavelength sets: one is the dedicated wavelength set DY which includes W9
wavelengths and the other is the shared wavelength set D() which includes W)
wavelengths (see Fig. 4.1). Here W@ + W® = W, W@ > 0 and W >
0. In the following, we call wavelengths in the dedicated wavelength set the
dedicated wavelengths and wavelengths in the shared wavelength set the shared
wavelengths.

The dedicated wavelength set D is further classified into M dedicated wave-
length subsets D) (¢t = 1,2,---, M) and the i-connection can use dedicated

S

wavelengths in the subset D®. There are W) wavelengths in the dedicated
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wavelength subset D) and we assume that W satisfies
0<W™M <o c WO <o < WD < W, (4.1)

and

M .
SWO =wl, (4.2)
=1

The inequalities of (4.1) imply that higher priority class can use more wavelengths
and it is expected that the resulting connection loss probability of high priority
class is small. Note that the actual connection loss probability of each class is
affected by the traffic load of each class.

On the other hand, all shared wavelength in D{*) are available for any class.
A shared wavelength is utilized by the i-connection when there is no idle dedi-
cated wavelength in D). The shared wavelength for the i-connection is chosen

according to the following procedure.

step 1: If there is at lease one idle wavelength in D, an idle wavelength in D

is chosen to establish the 7-connection.

step 2: If there is no available wavelength in D and there is at least one idle
wavelength in D{*), an idle shared wavelength in D) is chosen to establish

the 7-connection.

step 3: If there is no available wavelength in both D) and D{*), the i-connection

is lost.

If wavelength allocations in all links along the path succeed, the i-connection is
eventually established.

Note that in Step 2, our proposed method requires the full-range wavelength
conversion in order that any wavelength allocated for the previous link can be
converted to any shared wavelength. In the case of the limited-range wavelength
conversion, however, any wavelength allocated for the previous link cannot nec-
essarily be converted to a shared wavelength and we cannot directly apply the
shared wavelength allocation. In the next subsection, we develop our proposed

method under the limited-range wavelength conversion.
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Figure 4.2. Relation of W), W) and 6.

4.2.2 Limited-Range Wavelength Conversion Case

As is the case with the subsection 3.2, we consider the FWM wavelength con-
version as the limited-range wavelength conversion. Since the FWM wavelength
conversion is restricted to the threshold #, whether any wavelength in D{) is con-
verted to shared wavelength in D) or not depends on how to choose wavelengths
for the shared wavelength set D). To understand the relation of W, W) and 6,
we first consider the case where the whole wavelength set {w;,---,wy } consists
of one dedicated wavelength set and one shared wavelength set. In the following,
we assume that the shared wavelength set D(*) contains successive wavelengths
s for some n (see Fig. 4.2). From the constraint of

n+Ws
wavelength conversion due to #, the minimum index number of the wavelength

Wnt1; Wnt2," and w

which can be converted to any wavelength in D) is max(1,n + W) — ) and

the maximum one is min(W,n + 1 + 6). That is, any wavelength in the set

(conv)_{

DS - wmax(l,nJrWS(S)fO)’ wmax(2,n+W5(5)79+1)’ » Wnt1 ’ wn+W§S)’ ’
Wmin(W —1,n+6)» wmin(W,n—i—l—‘,—G)} ’

can be converted to any wavelength in D(). If D{™) is a subset of {wy, - - -, wy },

the minimum and maximum indices are given by n + W) — ¢ and n + 1 + 6,

respectively. In this case, the number of wavelengths in D) is equal to
2(0 4 1) — W = Wwleen), (4.3)
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Note that W ™) decreases as W{*) increases.

When W < W) any wavelength in {w;,---,ww} can be converted to

a shared wavelength in D{) and this is equivalent to the full-range wavelength

conversion. Therefore it is easy to apply the shared wavelength allocation to this

case.

If W > W) there are some wavelengths which cannot be converted to

a shared wavelength in D{*) due to the restriction of § and we cannot directly

apply the shared wavelength allocation. Now consider the classification of the

whole wavelength set into the subsets in which the shared wavelength conversion

can be applied. Suppose that the whole wavelength set is classified into (3 subsets

(Dsa, -+, Ds ). We introduce the following notations.

W)

D(s) .

s,n

Ws(‘jz :

Note that

and

: The number of wavelengths in D, (1 <n < f3).
D&

The dedicated wavelength set of class i (1 <i < M) in Dy,,.

: The number of wavelengths in Dg’%

The shared wavelength set in D ,.

The number of wavelengths in Dgs)1

B
ZWs,n: ) 1<n<57
n=1
M
SWO+WE =W,,, 1<n<p,
=1
ﬁ . .
ngjn:WéZ)v l<i< M,
n=1

8

S = W

n=1 7

For simplicity, we assume that for all m and n (m # n),

|Ws,m - Ws,n| S ]-7 (44)
wE —we| < 1.

The inequality (4.4) (resp. (4.5)) implies that the number of wavelengths (resp.

shared wavelengths) in Dy, is almost the same as others. Note that, in the case
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of WS(SR) = 0, the shared wavelength allocation for the D, is identical with the

exclusive wavelength allocation. We further assume that for all m and n (m # n),
[(Wem + W) = Wan + WED < 1. (4.6)

From the inequality (4.6), Wi, + W) is given by [(W + W))/8] or [(W +
W) /3] where [z] (|z]) is the ceil (loor) function of z.

Now we consider the range of § when W, W) and 3 are given. From (4.3),
any wavelength in Dy, is converted to some wavelength in DgST)L if Wy ,, and Ws(‘jz

satisfy
Wen+WE <200+1), 1<n<p (4.7)

sn —

Since W, + W) < [(W + W) /3], the shared wavelength allocation can be
applied if the following inequality holds.

Pv+my>
B

A similar argument yields the upper bound 2(6 + 1) and we finally have

w <2(0+1). (4.8)

0>L1(w+w) -1, B=1,

(4.9)

LW+ W L[ W+ W

Practically, we have to determine # when W, W) and 6 are given. Let Oy,

denote the real value such that

W + W)
{Lw = 2(Onin + 1). (4.10)
B
Then, we have
W+ W
— 5 < 4. 4.11
2(0min +1) — g ( )
From 6 > 0,,;,, we obtain
W+ W)
— <. 4.12
20+1) — b ( )
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Figure 4.3. Application to limited-wavelength conversion.

Therefore, given W, W) and 6, 3 is determined by

p= {%w : (4.13)

To apply the shared wavelength allocation method, each subset D ), is further
classified into D{), (1 <i < M) and D) (see Fig. 4.3).

A newly arriving i-connection selects an available wavelength subset Dj ,, ac-
cording to first-fit strategy. Consider an i-connection which consists of F' links
between source and destination node. Let [ denote the kth link (1 < k& < F).

The i-connection is established according to the following procedure.
step 1: n:=1.

step 2: nth subset D, ,, is chosen at [; if there exist idle wavelengths in Dg’% An
available wavelength is chosen according to first-fit strategy and go to step
5. Otherwise, go to step 3.

step 3: nth subset D, ,, is chosen at [ if there exist idle wavelengths in Dgs)l An
available wavelength is chosen according to first-fit strategy and go to step
5. Otherwise, go to step 4.

step 4: If n = 3, the i-connection is lost. Otherwise, n := n+1 and go to step 2.
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step 5: Search available wavelength in DY) or D{) at each link ' according
to first-fit strategy. If the search succeeds, the i-connection is eventually

established. Otherwise, go to step 4.

4.3. Performance Analysis

In this section, we consider the connection loss probability of each QoS class for
a single link in the wavelength routed network with the limited-range wavelength

conversion. We assume the followings.

1. Connections of the class i arrive at the node according to a Poisson process

with parameter A\%) and total arrival rate at node is Aconn = 02, AW

conn*

2. Connection holding times of the class ¢ are exponentially distributed with

rate ,u(i)

conn’

3. No queueing for connection request is permitted, that is, the connection is

lost immediately after the connection establishment fails.
4. All nodes in the network have FWM wavelength converter with threshold 6.
5. W wavelengths are classified into 3 subsets where 3 is determined by (4.13).

Now we consider the wavelength subset D,, among (3 wavelength subsets.
The D ,, consists of Dgle’s, the dedicated wavelength sets for i-connections (1 <
i < M), and D)

s,n?

the shared wavelength set. A shared wavelength in Dgﬁ)1 is
allocated to newly arriving i-connection when there are no available wavelengths
in D‘gﬁ)I We model this as a two-stage queueing system illustrated in Fig. 4.4.
The two-stage queueing system has M primary service stations and one sec-
ondary service station. The i¢th primary station is corresponding to Dgle, the

dedicated wavelength set of the i-connection, and the number of servers of the

ith primary station is W) which is the number of dedicated wavelengths in D).

! Note that under the limited-range wavelength conversion, the dedicated wavelength chosen
from Dgl% at the previous link lx_; (k = 2,3, -+, F) can not be always converted to some

dedicated wavelength in Dgl% at the link [j.
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Figure 4.4. Two-stage queueing model for Dy ,,.

Note that all primary stations have no waiting rooms and hence these are loss
systems.

On the other hand, the secondary station corresponds to the shared wave-
length set fo% and has Ws(‘jz servers. In the following, ij?l implies the ith
primary station and Dgs% the secondary station.

We assume that i-connection arrives at the node according to a Poisson process
with rate A%

conn*

Moreover, we assume that the arriving i-connection chooses the
wavelength subset D; ,, with probability PS(Z,)L Hence ¢-connections arrive at D,

according to a Poisson process with rate A\() = P@OXG = The connection

conn,n s,n"*conn*

holding time of the i-connection is exponentially distributed with rate (%)

conn’
An i-connection arrives at the primary station D) and enters one of idle

s,n
servers in DU) if those exist. After the completion of holding time of the i-
connection, the connection leaves the system. If there are no idle servers in Dgle,
the i-connection becomes overflow and it goes to the secondary station D‘g“”)I It
there are also no idle servers in Dg‘f%, the i-connection is lost.

In general, a two-stage queueing model with one primary station is analyzable
and we can recursively calculate the probability that an arriving connection is

eventually lost. First we summarize the recursive calculation of the loss probabil-
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Figure 4.5. Equivalent random method.

ity for the two-stage queueing model with one primary station [65]. The readers
are referred to [65] for details.

We assume the followings. The system has one primary station and one
secondary station. The numbers of servers in primary and secondary stations are
c and [, respectively (see (B) in Fig. 4.5). The customer arrives at the primary
station according to a Poisson process with rate A\. The service time of servers in
both primary and secondary stations is exponentially distributed with rate p.

Let B, denote the blocking probability at the primary station with the number
of servers in the primary station equal to ¢. Then B, is calculated by the following

recursion as a function of ¢ [65].

- aB.

By =————,
aB.+c+1

By=1, (4.15)

c=0,1,2,--, (4.14)

where @ is the offered load at the primary station and given by a = /i

Let m. denote the offered load to the secondary station. Then m, is given by
me = aB,, (4.16)
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and from (4.14), we obtain

am,

——— ¢=0,1,2,- 4.17
mc+c+17 c )Ty =D ? ( )

Mey1 =

where mgy = a.
We define p; as the proportion of time that there are j overflowed customers
in the secondary station. Note that if [ = oo, that is, the secondary station has

infinite servers, the distribution {p,} has mean m, and variance

V.= {1—mc—|— ¢ }mc. (4.18)
me+c+1—a

We also define 7; as the proportion of overflowed arrivals who find j overflowed
customers in the secondary station. The loss probability of overflowed customers

at secondary station is given by

m = et (4.19)
me

If there are M primary stations, the loss probability of the overflowed cus-
tomers at the secondary station cannot be calculated using (4.19). Hence we use
the EQRM to calculate the loss probability [65, 66]. The EQRM provides the
approximation of the loss probability in this case (see Fig. 4.5).

In the EQRM, the two-stage queueing model with multiple primary stations
is identified with the two-stage one with an equivalent single primary station.
Here, equivalent implies that a secondary station with infinite servers has the
same mean and variance of the number of customers in the secondary station for
this single primary station as it had for the original collection of multiple primary
stations [65].

Let m; and V; (1 < i < M) denote the mean and variance of the number
of customers in the secondary station generated by ith primary station, and m
and V be the corresponding quantities generated by the collection of M primary
stations. Then we obtain

M
m=> m;, V=>V. (4.20)
i=1 i=1

The equivalent primary station is expressed with (¢, a) such that m and V in

(4.20) are equal to m, in (4.17) and V. in (4.18), respectively. We can obtain
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(c,a) from Rapp’s approximation (RA) [65] or graphs in [66] and once (c,a)
is determined, the loss probability at the secondary station is approximated by
(4.19).

Now we apply the EQRM to our case. Our goal is to calculate the probability

that an arriving ¢-connection at node is eventually lost. First, we focus on the

two-stage queueing system in D,,. Let B(DS" denote the blocking probability

at the dedicated wavelength set D(") sn with k& dedicated wavelengths. Since D

(@)
has stn dedicated wavelengths, Béf@’)" is required and this can be calculated

recursively with (4.14) and (4.15) where the offered load a is given by

P \6) 4
q = —2nemn (= () (4.21)

i n
Meconn

(@)
Let m,(CDS’”) denote the offered load to the shared wavelength set D{*) generated

s

@ :
from D). We can calculate m(D(Z) from (4.17) with a{?), in (4.21).

We define Vk(D;") denote the variance of the number of used wavelengths in
the shared wavelength set Dg% given that D( has infinite wavelengths and that

. (@)
D) has k dedicated wavelengths for the i-connection. Then, from (4.18), VV(V[();“)’")
is calculated by ”

&) (i) a(i) D)
n) (Ds;n) (Dsn)
A (Z) = {1 —mo + o0 ® }mw(l) : (4.22)
Toom g " + W +1—al o

sn

Let (W?,,a?,) denote the equivalent single primary station. We can find

s,m? S n
(WP, a? ) numerically such that
M ()
My, Zm%ﬂ;{"), (4.23)
i=1 ’
M (@)
Vier, = S VI, (4.24)
i=1 "

where my» and Vyyr = are calculated by (4.17) and (4.18), respectively.
Once (WP, a? ) is obtained, the probability that an arriving connection is

s,m’ 's,n

eventually lost is given by

m (s)
(DSJT«) _ W£n+Ws,n
Ps,loss - . (425)
mwgn
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The loss probability of the i-connection at D, is given by

m(D(i_f)L)
(i)(Dan) _ Wil p(Dan) (4.26)

s,loss - s,loss
My r
Wen

()
where m(D(S;)") /my» is the proportion that the overflowed connection to the
Ws,n s,n
shared wavelength set in D, is the class 7. Finally, the loss probability of the

1-connection at node level is given by

A B
pY =3 pi)pOban) (4.27)

s,loss s,n* s,loss
n=1

4.4. Numerical Examples

In this section, we show some numerical examples for the shared wavelength
allocation under limited-range wavelength conversion. First we consider a single
link in the wavelength routed network, and then we consider a uni-directional ring
network. In both cases, we assume that the number of QoS classes is three and
that the connection holding time is exponentially distributed with rate u{) =1
(1=1,2,3).

4.4.1 Single Link in Wavelength Routing Network

In this subsection, we consider a single link in wavelength routed network. The
connection loss probabilities of three QoS classes, Py p@ and PP

s,loss? * s,loss? s,loss) are

calculated by the analysis in the previous section and by simulation.

4.4.1.1 Impact of Total Arrival Rate

First, we consider how the total arrival rate of connections affects the connec-
tion loss probability for each QoS class. Here we assume that the number of
wavelengths is W = 32, and that 6 is large enough to convert any wavelength
in D@ (i =1,2,---,3) to a shared wavelength in D). That is, the number of
wavelength subsets (3 is equal to 1 and hence Ps(zl) = 1.0. 32 wavelengths are
classified into D, D@ DG and D), and in Figs. 4.6(a), (b), and (c), we set
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Figure 4.6. Connection loss probability vs. total connection arrival rate for single
link.

(WO WA W® W) = (15,10,5,2), (12,8,4,8) and (3,2, 1, 26), respectively.
In addition, we set A\() = 2 =) OB =\ /3.

From these figures, we observe that analytical results are almost the same as
simulation ones regardless of the increase of total arrival rate and
(WD WA WS W))s. We also observe that the discrepancy between QoS
classes increases as W{*) becomes small. This is because the small W ) results
in a large number of dedicated wavelengths. If the large differentiation in terms

of the connection loss probability is required, W(*) should be small.

4.4.1.2 Impact of the Loss Probability Required for the Lowest QoS
Class

Next, we consider how the connection loss probability required for the lowest QoS
class affects the performances of the shared wavelength allocation and exclusive
wavelength allocation shown in Introduction. We assume that the number of
wavelengths is W = 32 and that the number of wavelength subsets is § = 1.

Moreover, we set AL} = A2 = \B) = 7 In terms of the shared wavelength

is smaller than or equal to the constant a.
Connection loss probabilities P{))  P® and P& are calculated with (4.27)

s,loss? * s,loss s,loss

for all (WM, WO WS WE))s such that 0 < WS < WP < WM < 32 and

S

WO+ W@+ Ww® 4+ W =32 PY) and P8 with which P < a holds

s,loss s,loss s,loss

allocation, it is required that Ps(%ss

are plotted in Fig. 4.7.
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Figure 4.7. Impact of the loss probability required for the lowest QoS class.

Fig. 4.7 also shows PY and P?  with which P < « for the exclu-

s,loss s,loss s,loss
sive wavelength allocation. Here, Ps(’llz)ss, Pﬁz}ss and Ps(%ss were calculated with
M/M/c/c for all (WM W2 WE)'s such that 0 < W < W < W < 32
and WO + WA + W® = 32. We also calculated with M /M /c/c the connec-
tion loss probability for single QoS class where no QoS is guaranteed (no QoS in
Fig. 4.7).
In Fig. 4.7, A is the point at which PY s the smallest and B is the point such

s,loss

that Ps(iz)ss is the smallest. We also present the values of (WM, W& W& W)
for the shared wavelength allocation and those of (W1 W2 W®) for the ex-
clusive one.

Table 4.1 shows the comparison of analytical results with simulation ones
(with 95% confidence interval). From this table, we find that analytical results
are almost the same as simulation ones in the case of (W1 W@ W& W) =

(12,7,4,9). We have investigated other cases of (WM, W& W& W())’s and ob-

served that analytical results are almost the same as simulation ones. Therefore,
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Table 4.1. Comparison of analysis and simulation (with 95% confidence interval)
in the case of (WM W® WO W) = (12,7,4,9).

Analysis Simulation
PU)., | 3.102878¢-03 | 3.105994e-03+0.008722¢-03
P2 | 2.8515086-02 | 2.828205¢-02:£0.025813¢-02
P8 | 6.042185¢-02 | 6.008691e-02::0.040192¢-02

=Tfori=1,2 and 3 are
efficient enough to discuss the performance of the shared wavelength allocation.
Figs. 4.7(a) and (d) show P})__ and P"

length allocations in the case of @ = 1.0, respectively. From these two figures, We

our analytical results under the traffic condition A()

for the shared and exclusive wave-

loss loss

observe that the shared wavelength allocation can provide more pairs of P loss
and P loss than the exclusive one. Figs. 4.7(b) and (e) show P( and P

the case of @ = 0.5. As is the case with a = 1.0, We observe that the shared

Jloss loss

wavelength allocation can provide more pairs of P loss and P( for the classes

Joss

1 and 2 than the exclusive one. Furthermore, in this case, the shared wavelength
allocation can provide smaller connection loss probabilities than the exclusive
one. Figs. 4.7(c) and (f) show the case of &« = 0.1. In this case, the shared wave-

length allocation provides some pairs of PY and P

s loss while no pairs exist in

loss
the exclusive one.

As o becomes small, connection loss probabilities for the classes 1 and 2
and P( which satisfy p®

s,loss —
becomes small. In the exclusive wavelength allocation, the class 3 can use only
(3)

Joss*

become large and the number of pairs of pY

s,loss <o

Joss
W) wavelengths and this causes large P, However, in the shared wavelength
allocation, the class 3 can use up to VV(3 + W(s wavelengths. Therefore, the

shared wavelength allocation can provide some pairs of PY and P when

s,loss loss

the exclusive wavelength allocation can not provide them.

When « is one, for the shared wavelength allocation, (WM, W& W& W)
= (28,2,1,1) and (15, 14, 1, 2) provide the smallest loss probability for the classes
1 and 2, respectively. On the other hand, for the exclusive wavelength allocation,
(WD, WA W) = (29,2,1) and (16, 15, 1) provide the smallest loss probability
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for the classes 1 and 2, respectively.

As « decreases, large WS(3) is required to provide the corresponding connection
loss probability of the class 3. However, in the shared wavelength allocation, the
class 3 connections can use W) wavelengths in addition to W ). Note that large
W) is also effective for both the classes 1 and 2 and this results in the existence
of pairs of PSZ)SS and PS(?Z)OSS even when « is small. Thus, if a small connection loss

probability is required for low priority class, the shared wavelength allocation is

more effective than the exclusive one.

4.4.1.3 Impact of Arrival Rate of Each QoS Class

Next, we investigate how the arrival rate of each class affects the connection loss
probabilities. When A\(Y) (i = 1,2, and 3) is a variable parameter, \Y) s (j # 1)

conn

are constant and equal to 6. Here, we assume that the number of wavelengths
W = 32.

We assume that for the shared wavelength allocation, (WM, W& W& W)
= (12,8,4,8) in Figs. 4.8(a), (b) and (c), and (6,4,2,20) in Figs. 4.8(d), (e)
and (f). On the other hand, for the exclusive wavelength allocation, we set
(WD, WP W) = (15,11,6) in these six figures. In the above setting, when
the arrival rates of all QoS classes are 6, the connection loss probabilities of the
classes 1 and 2 for the shared wavelength allocation are close to those for the
exclusive one.

From Figs. 4.8(a), (b) and (c), we observe that the analytical and simulation
results are almost the same. However, in Figs. 4.8(d), (e) and (f), analytical
results are somewhat different from simulation ones. Note that large W ) causes
large variance of the number of customers in the secondary station and this makes
the EQRM approximation less accurate. In addition, each QoS class has its
own connection arrival rate and this contributes the variance of the overflow to
secondary station. In (4.26), we do not consider the variance of each QoS class
in the secondary station and this also causes the discrepancy between analytical
and simulation results.

From Figs. 4.8(a), (b) and (c), we observe that in the shared wavelength al-
location, the connection loss probabilities of all QoS classes are affected by the

arrival rate of each QoS class. This is because shared wavelengths are utilized by
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Figure 4.8. Impact of arrival rate of each QoS class.

all QoS classes and the class with large (small) arrival rate uses more (less) shared

wavelengths. As the number of shared wavelengths increases, this tendency be-
comes large. In Figs. 4.8(d), (e) and (f), when the arrival rate of each QoS class

becomes large, the connection loss probabilities of all QoS classes increases in the

same way.

On the other hand, in the exclusive wavelength allocation, the arrival rate

of individual QoS class does not affect the connection loss probabilities of other

QoS classes, as expected. Therefore, the exclusive wavelength allocation is robust

in the sense of keeping the connection loss probability constant despite the in-

crease of arrival rate of the other classes. To realize the robustness in the shared
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Figure 4.9. Impact of threshold.
wavelength allocation, a small number of shared wavelengths is required.

4.4.1.4 TImpact of Threshold

In this subsection, we consider how the threshold of the FWM wavelength conver-
sion affects the performances of the shared and exclusive wavelength allocations.
In the shared wavelength allocation, the number of wavelength subsets [ is de-
termined from (4.13) with W, § and W(®.

In Fig. 4.9, we assume that W = 128 and (W, W@ WO W) = (40, 30, 20,
38). In addition, we set \) = A\.,../3 (i = 1,2,3). From (4.9), we set § > 82
in Fig. 4.9(a), 41 < 0 < 82 in Fig. 4.9(b) and 20 < 6 < 27 in Fig. 4.9(c)
and those correspond to f = 1, § = 2 and 3 = 4, respectively. When f3
equals 2, we classify 128 wavelengths into two wavelength subsets D, and Do
such that (Ws(}l),Wsl,W W ) (WSQ,W W W 2 5) = (24,16,8,16) ac-

ording to (4. 4) (4.6) and (4. 8) On the other hand, in the case of § =
(Ws 1 W Ws 1 Ws(sl)) = (Ws2 , W52 ’ Ws 2 Ws(s2)) = (10,7,5,10) and (Ws37
VVS?},VVS;)),VKS ) = (WS(Q,WM,W W ) = (10,8,5,9). Moreover, we assume
that each class selects an available Wavelength subset equally likely.

From Fig. 4.9, we observe that the connection loss probability for each QoS
class becomes large as 0 decreases (the number of wavelength subsets increases).
Note that the increase of § decreases the number of available wavelengths and
this causes the large connection loss probability.

From the above, to provide the small connection loss probability for each QoS
class, W) should be determined so as to satisfy 3 = 1 in (4.12).
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4.4.2 Ring Network

In this subsection, we investigate the performance of the shared wavelength al-
location for a uni-directional ring network by simulation. In our simulation, we

assume that the followings in addition to the assumptions in Section 4.3.
1. The number of nodes in the network is L,,,qe.

2. The pair of source and destination nodes of arriving connection is dis-

tributed uniformly, i.e., each pair is selected with the same probability.

In the following, we set Lyoqe = 10, W =32 and A} = A2 = \B) =20,
4.4.2.1 Impact of the Loss Probability Required for the Lowest QoS
Class

We consider how the connection loss probability required for the lowest QoS class
affects the performances of the shared and exclusive Wavelength allocations.

As is the case with Fig. 4.7, Fig. 4.10 shows Ps(loss and P loss when P(zzss <.
Figs. 4.10(a), (b), and (c) show the simulation results for the shared wavelength
allocation in the cases of @ = 1.0, 0.5 and 0.3, respectively. Figs. 4.10(d), (e),
and (f) show those for the exclusive wavelength allocation in the cases of o = 1.0,
0.5 and 0.3, respectively. In these figures, we set § = 31 and this means that the
ring network has the full-range wavelength conversion. We also calculate with
simulation the connection loss probability for the case of single QoS class where
no QoS is guaranteed (no QoS in Fig. 4.10).

As is the case with single link, we observe from Fig. 4.10 that the shared
and P( than the ex-

clusive one. Furthermore, even in the case of a = 0 3, the shared wavelength

wavelength allocation can provide more pairs of p

s loss Jloss

allocation can provide some pairs of P loss and P loss for the classes 1 and 2.
With the shared wavelength allocation, P( and P(

connection loss probability provided in no QoS-guaranteed network. Therefore,

can be smaller than the

Joss Joss

for the ring network, the shared wavelength allocation is also more effective than
the exclusive wavelength allocation for QoS provisioning in the case of full-range

wavelength conversion.
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Figure 4.10. Impact of the loss probability required for the lowest QoS class for
ring network.
4.4.2.2 Impact of Threshold

Finally, we consider how the capability of FWM wavelength conversion affects

the performances of the shared and exclusive wavelength allocations for the ring

network.
Figs. 4.11(a), (b) and (c) show Ps(;iss and Ps(iiss for the shared wavelength
allocation in the cases of Ps(i’z)ss < a = 1.0, 0.5 and 0.3, respectively. We also

show the number of subsets 5. On the other hand, Figs. 4.11(d), (e) and (f) show
<a=1.0,0.5

and 0.3, respectively. In these figures, we assume that § = 8. The connection

those for the exclusive wavelength allocation in the cases of Ps(ilss

loss probability for single QoS class is also plotted (no QoS in Fig. 4.11).
p(l)

s,loss

for the shared wavelength allocation is still larger than that for the

From Figs. 4.11(a) and (d), we observe that the number of pairs of
and Ps(?l)oss

exclusive one. Therefore, the shared wavelength allocation is effective even in

the case of small threshold. Compared with Fig. 4.10(a), the number of pairs
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Figure 4.11. Impact of threshold for ring network.

does not change as threshold becomes small. However, as threshold decreases, 3
and P

the performance of the shared wavelength allocation. In the case of & = 0.5 (see

becomes large and P( also become large. Note that large 3 degrades

Jloss loss

Figs. 4.11(b) and (e)), the shared wavelength allocation can provide more pairs of

PS( loss and P( loss than the exclusive one. With the shared wavelength allocation,
P( loss and P loss can be smaller than the connection loss probability provided in

no QoS-guaranteed network.

In Figs 4 11(c) and (f), the shared wavelength allocation can provide some
pairs of P loss and P loss whereas the exclusive one can not provide those. How-
ever, the number of pairs of P(loss and P is smaller than those in the case of
0 = 31 (see Fig. 4.10(c) and Fig. 4.11(c)). This is because small € results in large
06 and large P(l)oss

From these considerations, the performance of the shared wavelength alloca-

loss

tion becomes worse for the uni-directional ring network when the capability of the

FWM wavelength conversion is small. However, the shared wavelength allocation
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is more effective than the exclusive one for QoS provisioning when low priority

class requires a small connection loss probability.

4.5. Conclusions

In this chapter, we proposed the shared wavelength allocation to provide multiple
QoS classes in terms of the connection loss probability. We also considered how
the method is applied under the limited-range wavelength conversion. For the
performance evaluation of the proposed method for a single link, we modeled it
as a two-stage queueing system and calculated the connection loss probability
of each class with the EQRM. Then we also evaluated the performance of the
method for a uni-directional ring network by simulation.

From numerical examples, we found that the shared wavelength allocation is
effective for QoS provisioning when the wavelength conversion capability is large.
Moreover, we observed that a small number of shared wavelengths makes the con-
nection loss probability less variable despite the increase of the arrival rate of the
other classes. As the wavelength conversion capability becomes small, however,
the performance of the proposed method becomes worse. Nevertheless, the shared
wavelength allocation is more effective for QoS provisioning than the exclusive

one when the low priority class requires a small connection loss probability.
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Chapter 5

Timer-Based Burst Assembly
with Slotted Scheduling

5.1. Introduction

In OBS networks, multiple IP packets are assembled into a burst with variable
length at an ingress edge node and is transmitted to its egress one. As shown in
the subsection 1.4, a burst is pure payload and has the associated control packet
which contains control information such as burst length and routing information
21, 67]. In the Just-Enough-Time (JET) signaling protocol, a source node sends
a control packet and then sends the corresponding burst after some offset time
(see Fig. 1.6).

As for the performance issue of the JET signaling protocol in the OBS net-
work, several studies have appeared in the literature. In those studies, the Erlang
loss system, i.e., the M /M /c/c queueing model, plays an important role for the
analysis of the burst loss probability. For example, the burst loss probability for
the OBS node without FDLs was analyzed using the M /M /c/c in [13], [58], [61],
and [71]. In [68], a probabilistic preemption scheme for service differentiation
in the OBS networks was analyzed with a multi-dimensional Markov chain. As
for the case where the OBS node has FDLs, an M /M /c/K queueing model is
utilized for the analysis of the burst loss probability [14, 34, 71].

[22] discussed the influence of self-similar traffic on assembled burst traffic

in OBS core nodes and showed that a Poisson process can be assumed for the
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burst arrival process in the time-scale of burst blocking. It is well known that
the burst size distribution significantly depends on the burst assembly technique.
For example, the burst size distribution approaches to deterministic when the
burst assembly is timer-based [22, 72]. [39] analyzed the blocking time distribu-
tion for bursts and investigated the effect of three burst-size distributions; the
Pareto, Gaussian and exponential ones. However, to the best of our knowledge,
the performance analysis in which both the burst assembly technique and burst
transmission scheduling are taken into consideration has not been studied yet.

In this chapter, we analyze the performance of the timer-based burst assem-
bly at an edge OBS node without FDLs. A burst is assembled in a round-robin
manner, and with the JET signaling protocol, assembled bursts are transmitted
into the OBS network at multiples of some fixed interval. In [56], we modeled
the edge node as a loss model with deterministic and Poisson arrivals, assuming
that assembled bursts are transmitted at fixed intervals from scheduler. In this
chapter, we extend the model to the one with geometric and Poisson arrivals, and
explicitly derive the burst loss probability, burst throughput, and data through-
put. We also investigate those performance measures for uni-directional ring and
mesh-torus networks by simulation, and discuss the effectiveness of our analysis
in comparison with the Erlang loss model and simulation.

The rest of the chapter is organized as follows. Section 5.2 presents the timer-
based burst assembly and burst transmission scheduling, and in Section 5.3, we
describe our analytical model for an edge node. In Section 5.4, we present the
performance analysis of the model in detail and numerical examples are shown

in Section 5.5. Finally, conclusions are presented in Section 5.6.

5.2. Proposed Method

The OBS network considered in the chapter consists of edge and core nodes, as
shown in Fig. 5.1. An ingress edge node consists of a burstifier, a scheduler, and
a burst switch (see Fig. 5.2). The burstifier has Ly, buffers, and IP packets
arriving from its access network are stored in the buffers corresponding to their
destination edge nodes.

In our scenario, bursts are assembled with multiple IP packets stored in each

90



OBS network

Access ? ? Access
network }< network
Edge node Core ndde Edge node
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Figure 5.2. Round-robin burst assembly.

buffer, and each burst assembly is processed in round-robin fashion. The burst
assembly processing time at each buffer is constant and equal to T'. We define the
cycle time of a round-robin process as the total processing time at the Ly, s buffers
and thus it is given by Ly, 1. Therefore, in each buffer, a burst is assembled with
IP packets stored during the cycle time Ly, T Let D, denote the minimum
burst size. If the amount of IP packets just before the assembly is smaller than
Dyin, padding is performed such that the resulting burst size is equal to Dyyiy.

The scheduler sends the associated control packet to the destination edge
node and then transmits the burst into the OBS network after some offset time.
The scheduler sends control packets so that bursts depart from the scheduler at
multiples of T" as shown in Fig. 5.3. In this figure, we assume that L, is equal
to 4.

Let B; (i = 1,---, Ly,s) denote the burst assembled in the ith buffer and C;
the control packet associated with B;. We define A; as the offset time for B;.

Let 7, (¢ =1,--+, Lyyy — 1) and 77, ; denote the transmission intervals between
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Figure 5.3. Slotted transmission scheduling.

C; and Cj44, and between C7,, ; and C1, respectively.
When A; and Ay (i =1, -, Ly,s — 1) satisfy

T+ A > Mgy, (5.1)

C; is transmitted before C; 1, and 7; is set to T+ A; — A;41. On the other hand,
when A; and Ajq (i =1, -, Ly,y — 1) satisty

T+ A <A, (5:2)

Cjy1 is transmitted before C;, and 7; is set to A, 1 — T — A,;. In terms of CLbuf
and Cf, ¢ and 7 + 1 in the above are replaced by Ly,r and 1, respectively, and
TLy,, 18 determined in the same way.

Note that the order of control-packet transmissions are not always in sequence
and that the transmission interval between consecutive control packets depends on
the offset times of the corresponding bursts. However, the bursts are transmitted
in sequence over the cycle time and each burst transmission starts at a multiple
of T.

The assembled bursts are forwarded to the scheduler and then sent to the
switch. The timer axis in the scheduler is segmented into a sequence of slots
with size T', and it is assumed that the burst forwarding from the scheduler to
the switch starts at the slot boundary if there exists at least one burst in the

scheduler.
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In the burst switch, wavelengths are used not only by bursts from the scheduler
but also by those from other OBS nodes. When a control packet arrives at the
OBS node and there are no available output wavelengths, the control packet fails

in reserving a wavelength and the corresponding burst is lost.

5.3. Queueing Model

We focus on an ingress edge node for the performance analysis of the timer-based
burst assembly. In the burstifier of the edge node, there are Ly, buffers and IP
packets coming from the access network are stored in the buffers. (see Fig. 5.4.)

We assume that IP packets arrive at the edge node from the access network
according to a Poisson process with rate Apqcker and that the destination edge
nodes of the IP packets are equally likely. Because each IP packet is stored in the
buffer corresponding to its destination node, IP packets arrive at each buffer ac-
cording to a Poisson process with rate A\pgeket/Liws. Moreover, we assume that the
mean length of an arriving IP packet is dpacrer bits. When the transmission speed
of a wavelength is E bps, an IP packet is transmitted with the mean transmission
time 1/ tpacket = Opacket/ E. The processing time of a burst assembly at each buffer
is a fixed time equal to T. We assume that the buffer with no IP packet is served
with the processing time T'. Therefore, a burst is assembled with multiple 1P
packets which are stored during the cycle time L, sT". Hence the mean transmis-
sion time of a burst at the switch is given by ApacketT/ tpacket = ApacketOpacket L/ E.
We assume that the transmission time of a burst is exponentially distributed with
the mean ApucretOpacketT /E 1 .

The assembled bursts are forwarded to the scheduler and then sent to the
switch. The timer axis in the scheduler is segmented into a sequence of slots
with size T, and it is assumed that the burst forwarding from the scheduler
to the switch starts at the slot boundary if there exists at least one burst in

the scheduler. Because the packet arrival process at each buffer is Poisson with

1 [72] reported that with the assumption of Poisson arrivals for IP packets, the distribution
of burst length approaches to a deterministic distribution as the timeout value becomes large.
In general, however, a multiserver queueing system whose service distribution is general is
not analyzable expect for the Erlang loss system. For analytical simplicity, we assume the

exponential distribution for the burst-transmission time.
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Figure 5.4. Analytical model.

parameter Apgeker/Liwy and the cycle time is Ly, T, the probability that there

exists a burst in the scheduler at the slot boundary is given by 1 — e AvacketT
Note that the burst inter-departure time at the scheduler is geometrically

distributed with a mean of 1/(1 — e*racketT) slots. That is, denoting A as the

burst inter-departure time, we have
Pr{A = kT} = (1 — e PvacketT)e=b=DdpackesT - > 1, (5.3)

There are W output wavelengths in the switch and two types of bursts are
transmitted with the wavelengths; the bursts from the scheduler and those from
the other edge nodes. We assume that the OBS network has many edge nodes
and that each node’s scheduler is not synchronized with other schedulers. If a
large number of the burst arrival processes are independent and each burst ar-
rival process contributes a small fraction to the load, the compound burst arrival
process can be approximated by a Poisson process [30]. Following [30], we ap-
proximate the compound burst arrival process from the other nodes by a Poisson

process with rate Apgcket,o-

5.4. Performance Analysis

From the assumptions in Section 5.3, we have a Geo, M /M /W /W queueing model
as shown in Fig. 5.4. In this section, we explicitly derive the burst loss probability,
burst throughput, and data throughput for the Geo, M /M /W /W system. In the
following, we assume that the system is in equilibrium.

Let Ny(t) denote the number of bursts being transmitted in the system at
time t. Without loss of generality, we assume that the event of a burst arrival

from the scheduler occurs at multiples of T'. Fig. 5.5 shows the sample path of
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Ny(t). In this figure, burst arrivals from the scheduler occur at multiples of T,
while those from the other nodes occur at arbitrary points.

First, we focus on the system state just before the slot boundary (white cir-
cles in Fig. 5.6). We define the number of bursts in the system just before the
nth slot as N, = Ny(nT~) (n = 0,1,---). With the assumptions of Poisson
arrivals from the other nodes and the exponential transmission time, the process
{Nb” ,n=01,-- } is a discrete-time Markov chain. We define the steady state

probability for the Markov chain as
e = lim PAN,, =k}, 0<E<W. (5.4)

To derive the transition probability of ¢i, we consider the state transition
between N, , and N, ,.,. Note that the state transition between N, and N, .,

consists of two parts: one is the event of a burst arrival from the scheduler at nT
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Figure 5.7. State transition diagram.

(the nth slot boundary), and the other is the transition from the state just after
the nth slot boundary to the state just before the n 4 1st slot boundary. Note
that the latter state transition is the same as an M /M /W /W queueing model

other

packer and the service time is

in which the arrival process is Poisson with rate A
exponentially distributed with the mean Apgeket?’/fipacket- The state transition
diagram for the M /M /W /W queueing model is illustrated in Fig. 5.7. Let Q
denote the infinitesimal generator of the M /M /W /W. Q isa (W +1) x (W +1)

matrix whose (i, j)th element is given by

Apacket 1<i<W, j=i+l,
other (i_l)u acke . .
Qliy = ?{?”“keﬁﬁeﬂ}v Lsrs Wl g=1, (5.5)
Lo i—1)ppacket . . .
packel 2<i<WAH1, j=i—1,
0, otherwise.

For sand t (0 < s <t < T), we define H(s,t) as the M/M/W /W state-
transition probability matrix from the state at time s to the state at time t.
H (s,t) satisfies the forward Chapman-Kolmogorov equation

OH (s,t)

S = H(s.0)Q. (5.6)

In the following, H(0,t) = H (t) and I is the identity matrix. With the initial
condition H(0) = I and (5.6), H(t) is given by H(t) = 9.

Note that a burst arrival from the scheduler occurs with probability 1 —
e MvacketT - Therefore, the system state just after the nth slot boundary is min(N, bt
1, W) with probability 1 —e~*vecket™ or N~ with probability e~*rectet” Since the

slot size is T', the transition probabilities for g, are then given by
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Uij = pr{NI;nJrl = j‘NI;n = 7’}
(1 _ e—ApacketT) [H(T)]Z-f—l,j + €_>‘packetT[_P_l—(j"')]i7j»7
0<i:<W-—-1, 0<j53<W,
_ SUs SN G
[H (T)]w,,
i=W, 0<j<W.

With U = [Uy], ¢ = (g0, -, qw), and e = (1,---,1)T| q is determined from the
equilibrium equations g = qU and the normalizing condition ge = 1. Given that
a burst arrival from the scheduler occurs, the burst is lost with probability gy .

Next, we consider the steady-state probability at an arbitrary point defined as
pr = limy_o, P.{N,(t) = k}. Note that pj is the same as the probability that the
burst arrivals from the other nodes (Poisson arrivals, black circles in Fig. 5.8) find
k bursts in the system (Poisson arrivals see time averages, [65]). We define the nth
cycle as the time interval [nT', (n+1)T"). From the assumptions in our analytical
model, it is clear that the process N,(t) regenerates itself at nT (n = 0,1,--).
With the renewal-reward theorem [65, p. 60], we have for k =0,1,2,---,

t—o00

1 1T
pi = lim - /0 Ly ey dt = = /0 E [y dt. (5.8)

where 1y} is the indicator function of event X. (5.8) implies that the steady
state probability at an arbitrary time is equal to the time average of the number
of bursts in the system over one cycle. Therefore, we consider the time average

of Ny(t) over one cycle.
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Let {ry : k = 0,---, W} denote the state probability at the beginning of a
cycle. With the steady state probability gk, ry is given by the following equations.

e_ApackethO’ k — 0’
T = (1 — e_ApacketT)qkil + e_Apackethk’ 0 < k < VI/? (59)
(1 — eiAPacketT)qW_l + aqw, k — W

Let p = (po,- -+, pw) and r = (rg,---,rw). For 0 <t < T, we have

E [1in,0=ky| = [re?] (5.10)

k )

where [x], denote the kth element of vector @. Substituting (5.10) into (5.8), we

obtain A
1 T 1T 1 = QT
- Qg — — / Qg — —py 2L 5.11
P TT/O ‘ ") € TT,;](k+1)!’ (5.11)

where we use the continuity of e?* in the second equality.

In (5.11), Q is the infinitesimal generator of M /M /W /W and hence Q is
singular. Now we consider the matrix e — @ where 7 is the steady-state prob-
ability vector of M /M /W /W such that #Q = 0 and we = 1. Here, em — Q
is nonsingular [35] and has an inverse matrix. In addition, @ and 7 satisfy the

following equation

Qlem — Q) = -Q°. (5.12)
Hence, we have
Q=Q*Q—em) . (5.13)
With (5.11) and (5.13), p is explicitly given by
p= %r {IT+(€QT—I_QT)(Q—€7T)_1}. (5.14)

Because Poisson arrivals see time average (PASTA) [65], the loss probability for
the bursts from the other nodes is given by py .
With gw and pw, the burst loss probability P .5 is given by the following

equation.

(1= e ke )y + At T

-\ T other
1 — e tpacker™ )‘packetT

Py 1oss = (5.15)
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The burst throughput defined as the number of transmitted bursts per unit of

time, Thr , 1s given by

1 _ e_ApacketT 1 —q other
: L) e (0 ). (5.16)

Finally, the data throughput defined as the amount of transmitted data (bits)

o =

per unit of time, T,gf), is derived as

T}Sf) = )‘packetépacket {(1 - eiApac}th)(l - qW) /\ZgéiretT( )} ’ (517)

5.5. Numerical Examples

In our numerical examples, we assume that the transmission speed of each output
wavelength E is 10 Gbps and that IP packets with the mean size of 1,250 bytes,
i.e. Opacket = 10,000 bits, arrive at the edge node from the access network. Thus,
the mean transmission speed of an IP packet, 1/ppacker, is 1.0 s and in the
following, the unit of time is 1.0 us. In addition, we set the minimum burst size
Dpin is equal to 64 kbytes.

5.5.1 An Edge Node in OBS Network

In this subsection, we assume that the number of buffers L, is equal to 5. The
burst loss probability, burst throughput [number of bursts/s|, and data through-
put [Gbps] are calculated by the analysis in the previous section and by simula-
tion. The assumptions we made for the simulation are the same as the analysis,
except that the IP packet size is constant and equal to 1,250 bytes. Note that
the probability distribution of the resulting burst size is not an exponential one.

We also compare the analysis with the Erlang loss system which has been
extensively used as a reference model for evaluating the loss performance in
the literature [71]. For the Erlang loss system, the burst loss probability, burst
throughput, and data throughput are given by

(Erlang) __ {)‘packetT(l/T + )‘googéiz)t)/upacket}W/W!

0ss - ) (518)

" E?/ O{ApacketT(l/T + )‘ggﬁgtwﬂpacket}k/m
T = (T + M) {1 = P} (5.19)
T}Eg)(Erlang = )\packet(spacketT(l/T + )\Zfz}éiret) {1 - pb(,lEozlsng)} : (520)
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Figure 5.9. Burst loss probability vs. burst assembly processing time.
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5.5.1.1 Impact of Burst Assembly Processing Time

First, we consider how the burst assembly processing time 7' affects the burst
loss probability, burst throughput, and data throughput. Here, we set W = 32

and Apgerer = 1.0. )\gfl’}:iret is determined so that the system utilization factor
P = Apacket(1 + Agg’;zgtT) /W lipacker is unchanged.

Fig. 5.9 illustrates the loss probability against the burst-assembly processing
time with p = 0.4, 0.5, 0.75, and 1.0, and Figs. 5.10 to 5.11 illustrate the burst
and data throughputs, respectively. These results are calculated by our analysis

and simulation. From these figures, we observe that the analytical and simulation
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Figure 5.11. Data throughput vs. burst assembly processing time.

results are almost the same in the case of large p and that the discrepancy between
these two results is small even when p = 0.4. Table 5.1 shows the results of the
Geo,M /M /W /W, Erlang, and simulation in the case of small 7". The table shows
that if 7" is large and the padding is not used, the result of Geo,M /M /W /W is
more close to that of the simulation than the Erlang loss model. These results
validate the efficiency of the analysis under the above conditions.

Fig. 5.9 shows that the burst loss probability does not change as the burst
assembly processing time becomes large. When the burst assembly processing
time is large, large bursts are assembled at the edge node. However, the interval
between consecutive burst transmissions also becomes large. Therefore, the burst
assembly processing time does not affect the burst loss probability for the timer-
based burst assembly. In Fig. 5.9, we also find that the burst loss probability
becomes large as the system utilization factor p increases.

From Fig. 5.10, we observe that the burst throughput becomes small as the
burst assembly processing time increases. This is because the increase of the
burst assembly processing time causes a large burst-transmission interval. As a
result, the burst-transmission delay becomes large and the number of transmitted
bursts per unit of time becomes small. The burst throughput also decreases as
the system utilization factor becomes small, however, the impact of the system
utilization factor on the burst throughput is smaller than that of the burst as-
sembly processing time. On the other hand, in Fig. 5.11, the data throughput

does not change as the burst assembly processing time becomes large.
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Table 5.1. Comparison of results of Geo,M /M /W /W, Erlang, and simulation in
the case of p = 0.5.

T [ms] | Metrics | Erlang | Geo,M /M /W /W Simulation
Pyjoss | 1.45e-04 1.22¢-04 (3.4640.12)e-04
005 | T | 319.95 319.96 319.87+0.14
7\ | 159.97 159.98 159.93e40.07
Phoss | 1.45¢-04 1.22¢-04 (1.1340.09)e-04
0.1 " | 159.97 159.98 159.9540.09
79 | 159.97 159.98 159.95+0.09
Pyoss | 1.45¢-04 1.22¢-04 (1.1640.08)e-04
0.5 T 31.99 31.98 31.99+0.03
7\ | 159.97 159.98 159.99+0.02

From these observations, the burst loss probability and data throughput are
insensitive to the burst assembly processing time while the burst throughput is
sensitive to the burst assembly processing time. Note that the decrease of the

burst throughput implies the increase of the burst-transmission delay.

5.5.1.2 Impact of Bursts from the Other Nodes

Next, we investigate how the bursts from the other nodes affect the performance
of the timer-based burst assembly. Fig. 5.12 shows the relation between the
arrival rate of bursts transmitted from the other nodes, Agg’;zgt, and the burst loss
probability in the cases of Apgerer = 3.0, 5.0, and 10.0. Figs. 5.13 and 5.14 show
the results for the burst and data throughputs, respectively. Here, we set W = 32
and 7' = 1.0 ms.

From Fig. 5.12, we observe that the burst loss probability for the timer-based
burst assembly increases as the arrival rate of bursts from the other nodes becomes
large. This is simply because the system is overloaded. We also observe that the
burst loss probability increases as the arrival rate of packets from the access
network becomes large. This is due to the large bursts which are assembled with
a number of IP packets at the edge node.

Comparing the loss probabilities for our analysis and the Erlang loss system
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in Fig. 5.12, the burst loss probability for the Erlang loss system is always larger

than that for our analysis, while the results for our analysis is remarkably close to

other
packe

the Erlang loss system and simulation becomes large when A

the simulation ones even when A . is small. Note that the discrepancy between

other

acker decreases. This

implies that the accuracy of the Erlang loss system greatly depends on the arrival

rate of the bursts from the other node and that our analytical model succeeds in

other

predicting the burst loss probability in the case of small AJ7i%,,

where the Erlang
loss model fails in providing the accurate value.
From Figs. 5.13 and 5.14, we observe that the burst and data throughputs

become large and converge to constant values as the arrival rate of bursts from
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the other nodes increases. We also find that the burst throughput becomes small
as the arrival rate of IP packets from the access network, Apcret, increases. This
is because the burst size becomes large and this results in the increase of the
burst loss probability. However, the number of packets assembled into a burst

also increases and this causes large data throughput.

5.5.1.3 Impact of the Number of Wavelengths

Fig. 5.15 shows how the number of wavelengths affects the loss probability for the
timer-based burst assembly. In this figure, we set A\pgerer = 10.0 and 7" = 1.0 ms.
The loss probabilities are calculated by the analysis and simulation in the cases
of Xother, = 0.001, 0.002, 0.003 and 0.004. From this figure, we find again that the
results of our analysis are close to the simulation results, while the results for the
Erlang loss system are always larger than those for the simulation. On the other
hand, the discrepancy among the analysis, Erlang loss model, and simulation
becomes small as W becomes large. Therefore, the Erlang loss model is useful for
large W, however, our analysis is more useful than the Erlang loss model when

the number of wavelengths is not large.

5.5.2 Ring Network

In this subsection, we investigate the effectiveness of our analysis for a uni-

directional ring network. In the ring network with Ly,s + 1 nodes, IP packets
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arrive at each node from its access network according to a Poisson process with
rate Apgerer and the pair of source and destination nodes is uniformly distributed,
i.e., any pair is selected with the same probability. In addition, we assume that
the processing time of a control packet at each node is 1.0 ms and that the dis-
tance between each two nodes is 320 km. Here, the number of wavelengths is W
and the burst assembly time 7" is equal to 1.0 [ms].

Table 5.2 illustrates the burst loss probability for our analysis, Erlang loss
model, and simulation at an arbitrary link. Note that in the Geo,M /M /W /W

and Erlang loss models, we obtained the value of \ether

packet from the simulation

results in advance.

From this table, we can see the discrepancy between the analysis and simula-
tion results. This is because the burst arrival process from the other nodes is not
a Poisson one in the simulation and the probability distribution of the resulting
burst size is not an exponential one. However, the analysis result gives the up-
per bound of the simulation one and both results show the same tendency. As
the numbers of nodes and wavelengths become large, our analysis result becomes
close to the simulation one. Moreover in this table, we observe that our analysis
can give the better estimate for the burst loss probability than the Erlang loss
model. Hence, in the uni-directional ring network, our analytical model is useful

for capturing the burst loss behavior in a qualitative sense.
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Table 5.2. Comparison of results of Geo,M /M /W /W, Erlang, and simulation in

uni-directional ring network.

(Lyus + 1, W) | Apacker | Erlang | Geo,M/M/W/W |  Simulation

(5,8) 3.0 1.77e-01 1.52e-01 (6.24+0.96)e-02

4.0 2.60e-01 2.36e-01 (1.58+0.02)e-01

(5,16) 7.0 1.72e-01 1.53e-01 (8.69+0.68)e-02
8.0 2.15e-01 1.97e-01 (1.3840.02)e-0

(10,16) 3.5 1.34e-01 1.25e-01 (6.54:&0.54)6 02

4.5 1.88e-01 1.78e-01 (1.2240.05)e-01

(20,32) 4.25 1.07e-01 1.03e-01 (5.2440.19)e-02
8.0 2.00e-01 1.95e-01 (1.6040.01)e-0

5.5.3 Mesh-Torus Network

Finally, we investigate the effectiveness of our analysis for a mesh-torus network
with 25 nodes (see Fig. 5.16). We use the same parameters as those in the ring
network. In this network, bursts are transmitted from source to destination nodes
according to the deterministic routing algorithm as follows [29]. We define G,
and G, as the shortest distance in the number of links from the destination node
along the x and y axes, respectively. When G, > G, or G, = G, < 2, we choose
a link on the x axis as the next one to get closer to the destination node. When
G, < Gyor G, =G, = 2, alink on the y axis is chosen. We repeat this procedure
until G, and G, become zero. Here, each source node has 24 destination nodes
and four output links. Note that according to the routing algorithm, each output
link of the source node supports burst transmission to six destination nodes. Each
node has four pairs of burstifier and scheduler, and the cycle time of round-robin
is 6.0 [ms] (Lp,s = 6 and T'=1.0 [ms] in our analysis). We preobtained the value
of Xother, for the Geo,M /M /W /W and Erlang loss models from the simulation
results. In the following, we focus on any link in this network.

Table 5.3 illustrates the burst loss probability for the analysis, Erlang loss
model, and simulation in the cases of W = 16 and 32. From this table, we

observe the discrepancy between the analysis and simulation results, however, the
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Table 5.3. Comparison of results of Geo,M /M /W /W, Erlang, and simulation in
mesh-torus network.

w ‘ Apacket ‘ Erlang ‘ Geo,M /M /W |W ‘ Simulation

16 | 12.0 | 1.16e-01 1.08e-01 (7.3620.99)e-02
15.0 | 1.60e-01 1.51e-01 (1.4740.13)e-01
32 ] 26.0 [ 7.99e-02 7.34e-01 (5.924+0.68)e-02
32.0 | 1.47e-01 1.40e-01 (1.25+0.11)e-01

discrepancy is smaller than that in the ring network. This is because each node
in the mesh-torus network has more input and output links than that in the ring
network, and the resulting burst arrival process is more close to a Poisson process.
Moreover, our analysis gives the good estimate for the burst loss probability
when the number of wavelengths is large and traffic load is heavy. From the
above observation, our analytical model is useful for characterizing the burst loss

behavior in the mesh-torus network.

5.6. Conclusions

In this chapter, we considered the timer-based burst assembly with the slotted

scheduling for the OBS networks. To evaluate its performance at an OBS edge
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node, we considered the Geo,M /M /W /W model and explicitly derived the burst
loss probability, burst throughput, and data throughput. Numerical examples
showed that our analysis is efficient to evaluate the performance of the timer-
based burst assembly in comparison with the Erlang loss system. In particular,
our analysis is useful for the OBS network where a number of wavelengths are
utilized and the arrival rate of bursts transmitted from other nodes is relatively
small. Moreover, we observed that our analysis is also effective for large-scale uni-

directional ring and mesh-torus networks with a large number of wavelengths.
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Chapter 6
Conclusions

The main theme of this dissertation is how the WDM networks should be con-
structed for the next generation Internet. In order to transmit the data in the
WDM networks efficiently, three network architectures such as wavelength rout-
ing, OBS, and OPS have been studied and developed. However, the next genera-
tion Internet requires ultra high speed and more reliable transmission in order to
support future diverse applications. The OPS will provide the efficient utilization
of wavelength and the QoS guarantee, but it is difficult to implement the OPS
in the near future due to the fact that optical components are still not commer-
cially available. Therefore, further extension and development of the wavelength
routing and OBS are required.

In this dissertation, we considered the new network architectures for the wave-
length routing and OBS networks, and evaluated their performances with queue-
ing theory and simulation. With the analysis and simulation results, we inves-
tigated how the physical constraints affect the proposed methods and discussed
the deployment capability of the architectures.

In Chapter 2, we considered the dynamic lightpath configuration method
where a lightpath supports multiple LSPs, and analyzed the loss probability of
packet flows and wavelength utilization factor under the light and heavy traffic
conditions for the symmetric WDM ring networks. In the light traffic case, the
numerical results showed that our approximation analysis gives good estimates
for the packet-flow loss probability and wavelength utilization factor. With mul-
tiple LSPs in a lightpath, the dynamic lightpath configuration method becomes
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effective when the lightpath establishment /release time becomes small. As for
the design of the threshold in the method, the optimal thresholds which give the
smallest loss probability and the largest lightpath utilization factor can be ob-
tained from the light traffic analysis. We also observed in the light traffic case that
a small extra holding time is effective when the lightpath establishment /release
time is in the order of 10 ms. In the heavy traffic case, we showed that our
approximation analysis is useful to estimate the packet-flow loss probability. On
the other hand, the resulting estimates of the wavelength utilization factor are
not accurate. Further improvement of the approximation is needed for the well
estimation of the wavelength utilization factor.

In Chapter 3, we proposed the QoS-guaranteed wavelength allocation method
which provides multiple QoS classes for the connection loss probability. We con-
sidered three combinations of wavelength selection rules and compared those per-
formances for a single link and a uni-directional ring network by continuous-time
Markov chain and simulation. The numerical results showed that our analysis
is useful for both the optimal allocation of wavelengths and the best selection of
Method. In numerical examples, we observed that each method among the three
methods is effective for each different class, i.e., Methods 1, 2, and 3 are effective
for the classes 1, 2, and 3. Moreover, under the wavelength conversion constraint,
we investigated the robustness of each method and observed that the robustness
of Methods 2 and 3 are attractive for QoS provisioning.

In Chapter 4, we proposed the shared wavelength allocation to provide mul-
tiple QoS classes in terms of the connection loss probability. We also considered
how the method is applied under the limited-range wavelength conversion. For
the performance evaluation of the proposed method for a single link, we modeled
it as a two-stage queueing system and calculated the connection loss probability
of each class with the EQRM. Then we also evaluated the performance of the
method for a uni-directional ring network by simulation. From the numerical
examples, we found that the shared wavelength allocation is effective for QoS
provisioning when the wavelength conversion capability is large. Moreover, we
observed that a small number of shared wavelengths makes the connection loss
probability less variable despite the increase of arrival rate of the other classes. As

the wavelength conversion capability becomes small, however, the performance
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of the proposed method becomes worse. Nevertheless, the shared wavelength al-
location is more effective for QoS provisioning than the exclusive one when the
low priority class requires a small connection loss probability.

In Chapter 5, we considered the timer-based burst assembly with slotted
scheduling for OBS networks. To evaluate its performance at an OBS edge node,
we considered the Geo,M /M /W /W model and explicitly derived the burst loss
probability, burst throughput, and data throughput. The numerical examples
showed that our analysis is efficient to evaluate the performance of the timer-
based burst assembly in comparison with the Erlang loss system. In particular,
our analysis is useful for the OBS network where a number of wavelengths are
utilized and the arrival rate of bursts transmitted from other nodes is relatively
small. Moreover, we observed that our analysis is also effective for large-scale uni-
directional ring and mesh-torus networks with a large number of wavelengths.

Currently, the WDM networks are deploying world-wide and the research for
the realization of all-optical Internet has become more active than ever before.
The author expects that the proposed methods and their performance analysis
will be significantly utilized in order to construct the WDM networks for the next

generation Internet.
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Appendix

A. Equilibrium State Equations

For simplicity, we consider the case of W = 2. Then n(N,, J;,)’s satisfy the

following equilibrium state equations.

(A) Jy, =1I: 1y is idle.

A0, 1) = p,m(1, I)+ pr(0, R), (6.1)
Mo + 1)T(Npy 1) = Ny (Ny = 1, 1) + o (N, + 1, 1)
+pr(N,, R), (0< N, <Tp), (6.2)
(Mo + )7 (N, 1) = (N, 41, 1)
+pr(N,, R), (T, < N, < K,.), (6.3)
(Ao + pr)w(K,, I) = pr(K,, R). (6.4)

(B) J,, = S: [; is being established.

(Ml +2)7(0, S) = per(1, S), (6.5)
Ao + 1 +2)T(Ny, S) = Afm(N, =1, 5)
+u, (N, + 1, S), (0< N, <Ty), (6.6)
(Mo + 1t + D)7 (Ney S) = XiL,m(N, =1, S) + Afib, (N, — 1, 1)
+u,m(N.+1,5), (T, <N, <K,), (6.7)
(tr +P)T (K, ) = Afpom(K, — 1, 8) + A, (K, =1, 1)
AN (Fr, 1), (6.8)
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(C) J, =n (0<n < K)): [y is busy.

(a) n=10
(A + )m(0, 0) = pym(L, 0) + (0, 1) + pm(0, S), (6.9)
(Mfiow + s +1)T(N, 0) = (Afion, = Asiow) (N, — 1, 0)
+u,m (N, + 1, 0) + pym(N,, 1)
+pr(N,, S), (0 <N, <K,), (6.10)
(Atow + o + P)T(Ky, 0) = (ANibw — Atow) (K, — 1, 0) + puym (K, 1)
+pr (K, S). (6.11)
(b) 0 <n < K,
(M fiow + )7(0, ) = (L, 2) + Agioum(0, n —1)
+um(0, n+ 1), (6.12)
(Mfiow + 1+ )T(Ney ) = (Ao — Aftow)T(N; = 1, 1)
+ T (N + 1, n) + )\flowﬂ'(Nr: n— 1)
+wr(N,, n+1), (0<N, <K,), (6.13)
Agtow + pr + )T (Kp, 1) = (Mg = Aptow)T(Kp — 1, 1)
A f1owm (K, n— 1) + (K, n+1). (6.14)
(c) n=Kj
A + 1)m(0, K) = (1, Kp) 4 Aiowm(0, K; — 1), (6.15)
(le”lllow + pr + Ml) (NT’7 Kl) = /\?lllow (NT’ -1, Kl) + MTTF(N,« +1, Kl)
+A flow™ (N, K —1), (0< N, < K,), (6.16)
(o + )7 (Kry K) = N (K, — 1, K) (6.17)
+/\flow7T(Kra Kl - 1)
(D) J,, = R: [ is being released.
(Mfiow +2)7(0, R) = (1, R) + hr(0, 0), (6.18)

(Aftow + Hr +0)7(Ny, R) =

(4 + ), R) =

A;l/ow (N, =1, R) + pu7(N, + 1, R)
+ha(N,, 0), (0< N, < K,), (6.19)
Ao (B =1, R) + hrr (K, 0). (6.20)
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B. Equilibrium State Equations for Method 2
Let 1;x) denote the indicator function of event X, that is,

] ) 1, if X occurs,
X3 = 0, otherwise.

When M = 3 for Method 2, equilibrium state equations are as follows.

AeonnT(0,0,0) = fieonn {m(1,0,0) + 7(0,1,0) + 7(0,0,1)}, (6.21)
(Aeonn + N treonn )7 (NS, 0,0)
= fteonn {T(N{V,1,0) + w(N{V,0,1)
+1 {N<1)<Wq(1>}(N§ )+ 1) tteonnm (N +1,0,0)
+AG), (N —1,0,0), (N >0), (6.22)
(Aeonn + N fteonn) (0, N2, 0)
:Mcm{ (1, N?,0) + w(o,Nf),l)}
{N(2)<W(2)}(N 2+ 1) fteonn (0, N +1,0)
+A2), 70, NP — 1,0),
(Aconn + N treonn ) (0,0, N§)
= fteonn {7(1,0, N) 4+ 7(0,1, NP) |
1o o (N + l)ucomﬂr((), 0, N +1)
+(A2, + A8 )7 (0,0, NP — 1), (NP >0), (6.24)
{Xconn + (NP + N proonn } (0, N, NI
= fteonn (1L, NP, NP) + 1, <W<2>}(N + 1) fteonnm(0, NP + 1, NP)
1 o) gy (NG + 1)umn7r(o, NP NP +1)
+(A2, + A8 )70, N& NB) — 1)
1y gy Mo (0, Ng = 1, N, (NP, N® >0), (6.25)
{Deonn + (N + N p1gn0 (N, NO 0)
= feonnm(NV, N2 1) +1 {Nél)%m}(Nq( '+ 1) fteonnm (NS + 1, N2, 0)
+1{N(2)<W52>}(N§2) + D) teonnm(NY, NI +1,0)

(1 1 2
+AL), (N —1, N, 0)

con Tl

(N® >0), (6.23)
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+1 o Wm}Ag};mw(N(U NP —1,0), (N NP > 0),  (6.26)
{Peonn + (N + N p1on }(NOY, 0, N)
= fteonnm(NM, 1, N¥) 41 e <Wm}(z\ﬂ "+ Dpteonnm(NV + 1,0, NP
1o ey (N + 1)uco,m7r(Nq< 1,0, N® 4+ 1) + A0 m(ND — 1,0, N
+(A2,, + A )TN, 0, NP — 1), (N, N® >0, (6.27)
{1{F}Amn + 1oy 2, + Ly (53><V—V(§s>}/\§;2m +(NV + NO + Nq(3))uconn} %

m(NY, NP ND®)

- 1{N(§”<W,§1>}(Nq(1) + Dpteonnm(NY +1, NP NP)
+1{N,§2)<W,§2>}(Nq(2) + 1)uc(mn7r(N Nq(z ey Nq(3))
+1{N,§3)<W,§3>}(Nq(3) + 1)uc(mn7r(N q(z Nég) L)

1 1 2 3) 2) 1 2 3
+)\((2021n7T(N()_1 N() N( )+()\( +)\conn) (N( )7Nq( )7N¢§)_1)

conn q

+1{N,§1):W,§1>})‘( (Nél) N(2) 1, Nq(?’))

conn

+1{N,§3):W,§3)})‘£2m (N() N(Q) 1 Nq(3))

+1{N,§2):W,§2),N,§3) (3 })\gozm (N(l) Nq(2):N(§3) . 1),
(N, NP NG > 0).  (6.28)

In (6.28), the sets of events I and O are given by

I={NW <WHTU{NP < WP U{N® < WO,
O={N® < WP U{NP® < WP}
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