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Abstract

VLSI (Very Large Scale Integration) circuits are basic components of today’s

complex digital systems. In order to realize dependable digital systems, VLSI

circuits should be highly reliable. VLSI testing plays an important role in satis-

fying this requirement. VLSI testing is to check whether faults exist in a circuit,

and it consists of two main phases: test generation and test application. In test

generation, a test sequence that is an input sequence to detect faults in a circuit

is generated. In test application, the generated test sequence is applied to the

circuit.

Conventional testing deals with stuck-at faults only. For today’s high-speed

VLSI circuits, testing for stuck-at faults is not sufficient to guarantee the timing

correctness of the circuits. Delay testing that is to check whether delay faults

exist in a circuit is an important technology to guarantee the timing correct-

ness. For delay faults in a combinational circuit, two-pattern tests are required

to detect them. On the other hand, for delay faults in a sequential circuit, we

need a test sequence whose length is two or more. Test generation for sequen-

tial circuits under simple fault models such as the single stuck-at fault model

is generally a hard task. Delay test generation for sequential circuits is a more

challenging problem. For such sequential circuits, design for testability (DFT) is

an important approach to reduce the test generation complexity. Fully enhanced

scan design has been proposed as a straightforward DFT method for delay faults.

In this design, every flip-flop (FF) is replaced by an enhanced scan FF (ESFF).

∗Doctor’s Thesis, Department of Information Processing, Graduate School of Information
Science, Nara Institute of Science and Technology, NAIST-IS-DT0261007, July 28, 2004.
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Each ESFF can store arbitrary two bits to apply two consecutive vectors. For

a sequential circuit designed by this technique, we can use a combinational de-

lay test generation algorithm to generate a test sequence for the original circuit.

Therefore, high fault efficiency, which is defined as the ratio of the sum of the

number of detected faults and identified untestable faults to the total number of

target faults under test generation, can be achieved with short test generation

time. However, this method has the following disadvantages: (1) area overhead

caused by extra DFT elements of ESFFs is high, (2) test application time is long,

(3) test application at the rated speed of a given circuit, called at-speed testing,

cannot be performed, and (4) many untestable faults, which do not affect the

circuit performance, can be detected (over-testing). In this dissertation, we try

to overcome these disadvantages by using two different approaches: a partially

enhanced scan approach and a non-scan one.

We first propose a delay test generation method based on a partially enhanced

scan technique. A new structure, called discontinuous reconvergence structure

(DR-structure), of sequential circuits is presented, which has easy testability for

delay faults. We show that the delay test generation problem for sequential cir-

cuits with DR-structure can be reduced to that for their time-expansion models,

which are combinational circuits. On the basis of the reducibility, we present a

test generation method for delay faults in sequential circuits with DR-structure.

Our method can be applied to several delay fault models. In order to apply our

method to general sequential circuits, we use a partially enhanced scan technique.

This method can improve (1) of the above disadvantages. Experimental results

show that the proposed method is effective in area overhead, test generation time

and fault efficiency.

Next, we propose a non-scan design scheme to enhance delay testability of se-

quential circuits synthesized from state transition graphs (STGs). In this scheme,

we utilize a given STG to test delay faults in its synthesized sequential circuit.

The original behavior of the STG is used during test application. For faults that

cannot be detected by using the original behavior, we design an extra logic, called

an invalid test state and transition generator, to make those faults detectable. Our

scheme allows achieving short test application time and at-speed testing, and it

can improve (2)–(4) of the above disadvantages. We show the effectiveness of our
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method by experiments.
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Chapter 1

Introduction

Nowadays, digital systems are widely used in various aspects of daily life. The key

components of digital systems are VLSI (Very Large Scale Integration) circuits,

and malfunctions of the circuits will affect the behavior of digital systems. The

incorrect behavior of digital systems causes serious accidents if the digital systems

are used as lifeline systems. Therefore, in order to realize dependable digital

systems, VLSI circuits should be highly reliable. VLSI testing plays an important

role in satisfying this requirement. VLSI testing is to check whether faults exist in

a circuit, and it consists of two main phases: test generation and test application.

In test generation, a test sequence that is an input sequence to detect faults

is generated. In test application, the generated test sequence is applied to the

circuit.

In the early days of digital systems, a main concern was the logical correctness

of circuits. With improvements in the semiconductor process technology, the

speed of modern circuits is drastically increasing. For such high-speed circuits,

delay testing that checks whether delay faults exist in a circuit is becoming an

important technology to guarantee the timing correctness of the circuit because

conventional testing for stuck-at faults is not sufficient to guarantee it. For delay

faults in a combinational circuit, two-pattern tests are required to detect them.

On the other hand, for delay faults in a sequential circuit, we need a test sequence

whose length is two or more. Test generation for sequential circuits under simple

fault models such as the single stuck-at fault model is generally a hard task.

Delay test generation for sequential circuits is a more challenging problem. For
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such sequential circuits, design for testability (DFT) is an important approach to

reduce the test generation complexity.

A fully enhanced scan method has been proposed as a straightforward DFT

method for delay faults [11]. In this design, every flip-flop (FF) is replaced by

an enhanced scan FF (ESFF). Each ESFF can store arbitrary two bits to apply

two consecutive vectors. For a sequential circuit designed by this technique, we

can use a combinational delay test generation algorithm (ATPG) to generate a

test sequence for the original circuit. Therefore, high fault efficiency1 can be

achieved with short test generation time. However, this method has the following

disadvantages: (1) area overhead caused by extra DFT elements of ESFFs is

high, (2) test application time is long, (3) test application at the rated speed

of a given circuit, called at-speed testing, cannot be performed, and (4) many

untestable faults, which do not affect the circuit performance, can be detected

(over-testing).

One possible solution to improve (1) of the disadvantages in the fully enhanced

scan method is to reduce the number of FFs to be replaced by ESFFs. This

idea can be derived from experiences in testing of stuck-at faults using partial

scan [2, 12] techniques. Several guidelines for partial scan design have been

discussed [4, 13, 15, 19, 21]. On the basis of these guidelines, some methods using

partially enhanced scan techniques, in which each FF in a subset of FFs in a circuit

is replaced by ESFFs, have been proposed [5, 7, 25]. In a partially enhanced scan

technique [5, 7], for a given sequential circuit, FFs to be replaced with ESFFs

are selected such that feedback paths in the circuit are broken if these FFs are

removed. For a sequential circuit designed by this technique, we can consider the

circuit to be a feedback free circuit during test generation, and test generation for

the feedback free circuit is easier than that for the original circuit. However, there

is room for facilitating test generation because it still requires a sequential ATPG.

In order to overcome this problem, a partially enhanced scan method based on

balanced structure [15] has been proposed [25]. In this method, test sequences

for delay faults in balanced sequential circuits can be generated by applying a

1Fault efficiency is defined as 100× (ndet +nunt)/ntotal, where ndet is the number of detected
faults, nunt is the number of identified untestable faults, and ntotal is the total number of target
faults under test generation.
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combinational ATPG to their combinationally equivalent circuits. Therefore, this

method can drastically ease the test generation complexity compared with that

of the method [5] although the area overhead increases. In this dissertation, we

discuss a partially enhanced scan method that has the same advantage as the

method [25], i.e., test sequences can be generated by a combinational ATPG, and

that can reduce area overhead.

Another possible solution to radically improve the disadvantages in the fully

enhanced scan method is not to use enhanced scan techniques but to use alter-

natives such as non-scan techniques. Today’s VLSI circuits are usually designed

at register transfer (RT) level. An RT-level circuit is generally composed of a

controller, which is represented by a state transition graph (STG), and a data

path, which is represented by hardware elements such as registers, multiplex-

ers (MUXs) and operational modules. Scan-based DFT methods are usually

applied at logic level although VLSI circuits are designed at RT-level. In the

recent decade, DFT methods at RT-level have been proposed [22]. For stuck-at

faults, several non-scan DFT methods using RT-level information have been pro-

posed for controllers and data paths [14, 24, 31]. For a given circuit designed at

RT-level, these methods utilize its RT-level information to test stuck-at faults.

These non-scan methods for stuck-at faults have improved the disadvantages of

scan-based methods by using RT-level information. On the other hand, for delay

faults, a non-scan method for data paths has been proposed [1]. Compared with

the fully enhanced scan method, this method can achieve significantly short test

application time with low area overhead. However, for controllers, there is no

effective method based on non-scan techniques to overcome the disadvantages of

the fully enhanced scan method. In this dissertation, we also discuss a non-scan

design for delay testability of controllers.

The rest of this dissertation is organized as follows. Chapter 2 gives the basics

of delay testing. In Chapter 3, we propose a delay test generation method based

on a partially enhanced scan technique. A new structure, called discontinuous

reconvergence structure (DR-structure), of sequential circuits is presented, which

has easy testability for delay faults. We show that the delay test generation

problem for sequential circuits with DR-structure can be reduced to that for

their time-expansion models, which are combinational circuits. On the basis of

3



the reducibility, we present a test generation method for delay faults in sequential

circuits with DR-structure. This method can be applied to several delay fault

models. In order to apply our method to general sequential circuits, we use a

partially enhanced scan technique. The proposed method can improve (1) of

the disadvantages of the fully enhanced scan method. Experimental results show

that the proposed method is effective in area overhead, test generation time and

fault efficiency. Chapter 4 proposes a non-scan design scheme to enhance delay

testability of controllers. In this scheme, we utilize a given STG to test delay faults

in its synthesized controller. The original behavior of the STG is used during test

application. For faults that cannot be detected by using the original behavior,

we design an extra logic, called an invalid test state and transition generator, to

make those faults detectable. Our scheme allows achieving short test application

time and at-speed testing, it can improve (2)–(4) of the disadvantages of the fully

enhanced scan method. We show the effectiveness of our method by experiments.

Finally, in Chapter 5, we conclude this work and discuss directions for future work.
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Chapter 2

Delay Testing

2.1. Introduction

Delay faults in a circuit affect the performance of the circuit. Delay faults can

be modeled in different ways such as the transition fault model, path delay fault

model and segment delay fault model [20].

The transition fault model [10] is based on gross delay in a circuit. There are

two transition faults associated with each gate: a slow-to-rise fault and a slow-to-

fall fault. Under the transition fault model, the extra delay caused by a transition

fault is assumed to be large enough to prevent the transition from reaching any

primary output within a specified time. In other words, a transition fault can be

observed independently of whether the transition propagates through a long or a

short path to any primary output.

The path delay fault model [26] is based on distributed delay in a circuit. A

path is a concatenation of signal lines and gates starting from a primary input or

a flip-flop (FF) to a primary output or an FF. A path is regarded as faulty if its

propagation delay exceeds a specified limit.

The segment delay fault model [16] represents a trade-off between the transi-

tion fault model and path delay fault model. A segment is a partial path and

this model assumes that a segment delay fault is large enough to cause a delay

fault on every path that includes the segment.

In this chapter, we summarize delay testing for combinational circuits and

sequential circuits.

5



combinational

circuit
inputs

output clock

output clock

input clock

input clock

input
latches

output
latches

outputs

t0 t1

Ts Tc

t 2

Figure 2.1. Delay testing scheme for combinational circuits.

2.2. Delay Testing for Combinational Circuits

In order to detect a delay fault, a two-pattern test V = (v1, v2) is required.

The first vector v1 initializes a given circuit while the second vector v2 causes

the desired transitions. Figure 2.1 illustrates the test application scheme for

combinational circuits. During normal operation, only one clock (system clock)

is used to control the input and output latches and its period is TC . During test

mode, the input and output latches are controlled by two different clocks: the

input and output clocks. It is assumed that the period of these clocks, TS is

larger than TC . The input and output clocks are skewed by an amount equal to

TC . At time t0 and t1, v1 and v2 are applied to the primary inputs, respectively.

It is assumed that TS = t1− t0 is sufficient for all signals in the circuit to stabilize

under v1. After applying v2, the circuit is allowed to settle down only until t2,

where t2− t1 = TC . At t2, the primary output values are observed and compared

to an expected response of a fault-free circuit to determine if there is a delay

fault.

6



2.3. Delay Testing for Sequential Circuits

Delay testing for sequential circuits is significantly difficult compared with that

for combinational circuits. This is because, for a given sequential circuit, it

is hard to apply arbitrary vector pairs to FFs. In delay testing for sequential

circuits, a sequence of vectors is required. This sequence is comprised of vectors

for fault initialization, fault activation and fault effect propagation. In the fault

initialization, values of FFs are set to the values required for the fault activation.

In the fault effect propagation, the fault effect induced by the fault activation

is propagated from an FF (a next state line) to a primary output. The fault

initialization and fault effect propagation require a sequence of vectors while the

fault activation requires a vector pair. The existence of delay faults in the fault

initialization and fault effect propagation can interfere with the activation or

observation of a target delay fault.

There are two ways to apply a test sequence to a given sequential circuit.

One is a slow-fast-slow testing strategy [6]. The other is an at-speed testing

strategy [3]. In the slow-fast-slow testing strategy, the vectors for the fault ini-

tialization and fault effect propagation are applied at a low clock speed such that

the circuit can be considered as a delay fault-free circuit in those phases. In the

fault activation, the first vector is applied at a slow clock speed while the second

vector is applied at the rated clock speed of the circuit. Figure 2.2 illustrates the

slow-fast-slow testing strategy. On the other hand, in the at-speed testing strat-

egy, the test sequence is always applied at the rated clock speed. Therefore, delay

faults are present in not only the fault activation but also the fault initialization

and fault effect propagation. Faults that are untestable under the slow-fast-slow

testing strategy remain untestable under the at-speed testing strategy. However,

the converse may not be true [23].

2.4. Summary

This chapter introduced the basics of delay testing. Delay testing for combi-

national circuits and sequential circuits was discussed, and two test application

schemes (slow-fast-slow testing and at-speed testing) were explained.
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Chapter 3

Delay Test Generation for

Sequential Circuits Based on

Reducibility to Combinational

Delay Test Generation

3.1. Introduction

Test generation for sequential circuits under simple fault models such as the sin-

gle stuck-at fault model is itself generally a hard task. Delay test generation for

sequential circuits is a more challenging problem. For such sequential circuits, de-

sign for testability (DFT) is an important approach to reduce the test generation

effort. Given a sequential circuit, a fully enhanced scan technique [11] replaces

each flip-flop (FF) by an enhanced scan FF (ESFF). Each ESFF can store two

bits to apply two consecutive vectors. For a sequential circuit designed by this

technique, we can use a combinational delay test generation algorithm (ATPG)

to generate test sequences. Therefore, high fault efficiency can be achieved with

short test generation time. However, area overhead caused by extra DFT ele-

ments of ESFFs is high. It can be alleviated by using partially enhanced scan

techniques [5, 25]. In a partially enhanced scan technique [5], for a sequential

circuit, FFs to be replaced with ESFFs are selected such that feedback paths in

9



the circuit are broken if these FFs are removed. For a sequential circuit designed

by this partial scan technique, we can consider the circuit to be a feedback free

circuit during test generation, and test generation for the feedback free circuit is

easier than that for the original circuit. However, there is room for facilitating

test generation because it still requires a sequential ATPG. In order to overcome

this problem, a partially enhanced scan method based on balanced structure [15]

has been proposed [25]. In this method, test sequences for delay faults in balanced

sequential circuits can be generated by applying a combinational ATPG to their

combinationally equivalent circuits. Therefore, this method can drastically ease

the test generation complexity compared with that of the method [5] although

the area overhead increases. In this chapter, we discuss an extended class of

sequential circuits for which test sequences can be generated by a combinational

ATPG.

This chapter presents a new structure, called discontinuous reconvergence

structure (DR-structure), of sequential circuits. The relation among three classes

of sequential circuits is as follows: {the class of acyclic sequential circuits} ⊃ {the

class of sequential circuits with DR-structure} ⊃ {the class of balanced sequen-

tial circuits}. DR-structure has a property of easy testability for delay faults:

test sequences for delay faults in sequential circuits with DR-structure can be

generated by applying a combinational ATPG to their equivalent combinational

circuits. For acyclic sequential circuits, notation of time-frames [21] and notation

of time-expansion models [18] have been proposed as ways to denote equivalent

combinational circuits. Our method employs time-expansion models as notation

of equivalent combinational circuits. In this chapter, we show the reducibility of

test generation for delay faults in a sequential circuit with DR-structure to that

for the corresponding delay faults in its time-expansion model. On the basis of

the reducibility, we propose a delay test generation method for sequential circuits

with DR-structure. By experiments, we confirm the following: test generation

time can be reduced and fault efficiency can be enhanced by using our method

instead of an ordinary method using a sequential ATPG. In order to apply the

proposed method to general sequential circuits, we use a partially enhanced scan

technique. Theoretically, DR-structure can be extracted from the circuits with

low area overhead compared with balanced structure. In this chapter, we also

10



confirm it experimentally.

3.2. Preliminaries

In general, a sequential circuit consists of combinational logic blocks (CLBs)

connected with each other directly or through FFs. A CLB in the circuit is

a region of connected combinational logic. The circuit can be modeled by a

weighted directed graph defined as follows.

Definition 1 The topology graph for a sequential circuit S is a weighted directed

graph G = (V, A, w), where

• V is the set of vertices representing primary inputs, primary outputs and

CLBs in S,

• A ⊂ V × V is the set of arcs representing FFs and wires in S, and

• w : A 7→ {0} ∪ N , where N is the set of natural numbers, defines the

weights of the arcs, and w(u, v) (u, v ∈ V ) denotes the number of FFs on a

connection (u, v) ∈ A.

2

Example 1 Examples of a sequential circuit and its topology graph are shown

in Figure 3.1. In Figure 3.1(a), 1, 2, . . . , 6 are CLBs, and black blocks are FFs. 2

In this chapter, we assume that FFs have no hold capability, and those are

of D-type. This assumption does not impose restriction on circuit representation

because any FF with hold capability or the other types of FFs can be modeled

by a D-type FF and some logic gates.

3.2.1 Target Fault Models

In this chapter, we consider three delay fault models: the path delay fault model,

segment delay fault model and transition fault model. However, in the following

discussion, we focus on the segment delay model because it can represent both

the path delay fault model and the transition fault model.

11
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Figure 3.1. (a) Sequential circuit: S; (b) Topology graph of S: G.

In a circuit, a segment is defined as an ordered set of gates (g1, g2, . . . , gL),

where L is the length of the segment, and gate gi is an input to gate gi+1 (1 ≤ i ≤
L−1). The length of the segment, L, can be anywhere from 1 to Lmax, where Lmax

represents the number of gates in the longest path in the circuit. A segment has a

delay fault if propagation time of rising or falling transition through the segment

exceeds a specified limit. Such a delay fault on a segment is said to be a segment

delay fault (SDF) [16]. It is assumed that a segment delay fault is large enough

to cause delay faults on all paths that include the segment. In test generation

for the segment delay fault model, the fault list consists of all segments whose

length is L and all paths whose length is less than L. When L = 1, the segment

delay fault model reduces to the transition fault model. When L = Lmax, it is

equivalent to the path delay fault model [16].

Next, we define the testability of an SDF in both sequential circuits and

combinational circuits. Note that, in the following discussion, we do not distin-

guish conditions of off-inputs for simplicity although testable delay faults can be

classified as follows: robust testable, non-robust testable and functional sensitiz-

12



able [20].

Definition 2 Let S and s be a sequential circuit and a segment in S, respectively.

Let f and Sf be the SDF on s and the faulty circuit of S with f , respectively.

Let C be the combinational circuit composed of all the CLBs on s, and let t be a

specified clock period of S. In a slow-fast-slow testing [20] strategy, f is testable if

there exists an input sequence T for S and Sf such that the following conditions

hold.

1. By applying an input vector pair (v1, v2) to C, the desired transition is

launched at the starting point of s, and the transition is propagated to the

ending point of s along s. Then, at time t, the value induced by v2 at the

ending point of s in Sf is different from that in S.

2. By applying T to Sf , (v1, v2) is justified to C, and the fault effect of f at

the ending point is propagated to a primary output.

Such an input sequence T is regarded as a test sequence for f . 2

In this chapter, we assume a slow-fast-slow testing strategy in test application

because a sequential circuit can be considered delay fault-free in both the fault

initialization and the fault effect propagation phases.

Definition 3 Let C and s be a combinational circuit and a segment in C, re-

spectively. Let f and Cf be the SDF on s and the faulty circuit of C with f ,

respectively. Let t be a specified limit time. The fault f is testable if there exists

an input vector pair (v1, v2) for C and Cf such that the following conditions hold.

1. By applying (v1, v2) to C and Cf , the desired transition at the starting

point of s is launched, and the transition is propagated to the ending point

of s along s. Then, at time t, the value induced by v2 at the ending point

of s in Cf is different from that in C.

2. The fault effect of f at the ending point of s is propagated to a primary

output by applying (v1, v2) to Cf .

Such an input vector pair (v1, v2) is regarded as a two-pattern test for f . 2

13



3.2.2 Transformations

In the test generation method proposed in Section 3.4, test sequences for de-

lay faults in sequential circuits with DR-structure are generated by applying

a combinational ATPG to their equivalent combinational circuits. We employ

time-expansion models [18] as notation of equivalent combinational circuits. A

time-expansion model for an acyclic sequential circuit is defined based on the

following time-expansion graph [18].

Definition 4 Let S be an acyclic sequential circuit, and let G = (V, A,w) be the

topology graph of S. Let E = (VE, AE, t, l) be a directed graph, where VE is the

set of vertices, AE is the set of arcs, t is a mapping from VE to the set of integers,

and l is a mapping from VE to V . If E satisfies the following four conditions, E

is said to be a time-expansion graph (TEG) of G.

C1 (CLB preservation) The mapping l is surjective, i.e., ∀v ∈ V, ∃u ∈ VE s.t. v =

l(u).

C2 (Input preservation) Let u be a vertex in E. For any direct predecessor of

l(u) in G, v ∈ pre(l(u)), there exists a vertex u′ in E such that u′ ∈ pre(u)

and l(u′) = v, where pre(x ) is the set of direct predecessors of a vertex x.

C3 (Time consistency) For any arc (u, v) ∈ AE, there exists an arc (l(u), l(v)) ∈
A such that t(v)− t(u) = w(l(u), l(v)).

C4 (Time uniqueness) For any vertices u, v ∈ VE, if t(u) = t(v) and l(u) =

l(v), then the vertices u and v are identical, i.e., u = v.

2

Example 2 Figure 3.2 shows the TEG of G (Figure 3.1(b)). In Figure 3.2, the

character denoted in a vertex is that of the corresponding vertex in G, and the

number located at the top of each column denotes the value of the label of vertices

in the column. The graph E satisfies all the conditions in Definition 4. 2

Note that a TEG of an acyclic sequential circuit is unique if the circuit is a

single-output one [18]. This property does not hold if C4 of Definition 4 is absent.
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Figure 3.2. Time-expansion graph of G: E.

Definition 5 Let S be an acyclic sequential circuit, and let G = (V, A,w) be the

topology graph of S. Let E = (VE, AE, t, l) be a TEG of G. The combinational

circuit CE(S) obtained by the following procedure is said to be the time-expansion

model (TEM) of S based on E [18].

1. For each vertex u ∈ VE, let l(u) ∈ V be the CLB corresponding to u.

2. For each arc (u, v) ∈ AE, connect the output of u to the input of v with

a wire in the same way as (l(u), l(v)) ∈ A. Note that the connection cor-

responding to (u, v) has no FF even if the connection corresponding to

(l(u), l(v)) has some FFs (i.e., w(l(u), l(v)) 6= 0).

3. In each CLB, lines and logic gates that are reachable to neither other CLBs

nor primary outputs are removed.

2

Example 3 Figure 3.3 shows the TEM of S (Figure 3.1(a)) based on E (Figure

3.2). In Figure 3.3, a highlighted part in a CLB represents a portion of the lines

and gates removed by Step 3 in Definition 5. 2

Next, we define the following transformation that represents the relation be-

tween segment delay faults in an acyclic sequential circuit and segment delay

faults in its TEM.

Definition 6 Let S be an acyclic sequential circuit, and let G = (V, A,w) be the

topology graph of S. Let E = (VE, AE, t, l) be a TEG of G, and let CE(S) be the
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TEM of S based on E. Let f be the SDF on a segment s in S, and let C be the

combinational circuit composed of all the CLBs on s in S. Let B be the set of

the combinational circuits corresponding to C in CE(S), and let B′ the subset of

B in which the input (resp. output) corresponding to the starting (resp. ending)

point of s in CE(S) is not removed. A transformation such that B′ = µ(C) is

said to be the sub-circuit transformation1. Let s′ in each b′ ∈ B′ be the segment

corresponding to s, and let FE be the set of SDFs composed of all the s′. A

transformation such that FE = σ(f) is said to be the fault transformation2. 2

Example 4 Figure 3.4 illustrates the fault transformation. In general, an SDF

in S corresponds to one or more SDFs in CE(S). Notice that, from Definition 4,

there exists at least one SDF in CE(S) corresponding to an SDF in S even though

either lines or logic gates or both in CE(S) are removed by Step 3 in Definition

5. 2

Here, we define the following transformation that represents the relation be-

tween input sequences in an acyclic sequential circuit and input vector pairs in

its TEM.

Definition 7 Let S be an acyclic sequential circuit, and let G = (V, A,w) be

the topology graph of S. Let E = (VE, AE, t, l) be a TEG of G, and let CE(S)

be the TEM of S based on E. Let tmin be the minimum value of labels assigned

to vertices in E, and let d be the sequential depth of S. Let Iu = (v1, v2) be

1Transforming b′ ∈ B′ into C is denoted as µ−1 .
2Transforming fe ∈ FE into f is denoted as σ−1.
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an input vector pair to each primary input u ∈ VE in CE(S). A procedure

transforming Iu into the input pattern to the primary input l(u) ∈ V of S at

time k (= 0, 1, . . . , d + 1) is said to be the sequence transformation τ . That is,

for each u,

Il(u)(k) =





v1 if k = t(u)− tmin

v2 if k = t(u)− tmin + 1

don ′t care otherwise.

Such an input sequence with the length d+2 is regarded as a two-pattern sequence.

2

Example 5 The input vector pairs shown in Figure 3.5 are transformed into the

two-pattern sequences shown in Table 3.1 by using the sequence transformation τ .

In Table 3.1, X denotes don ′t care value. 2

3.3. Discontinuous Reconvergence Structure

Our test generation method proposed in Section 3.4 generates test sequences for

delay faults in sequential circuits with discontinuous reconvergence structure. We
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Table 3.1. Two-pattern sequences.

Primary input
Time

0 1 2 3 4 5

I1 va
1 va

2 vc
1 vc

2 X X

I2 vb
1 vb

2 vd
1 vd

2 X X

define the structure as follows.

Definition 8 Let G = (V,A, w) be the topology graph of an acyclic sequential

circuit S, and let P (u, v) be the set of paths from u to v (u, v ∈ V ). Let n(p)

(p ∈ P (u, v)) be the number of FFs on a path p. The circuit S is said to be

discontinuous reconvergence structure (DR-structure) if it satisfies the following

condition.

|n(pi)− n(pj)| 6= 1 (∀u, v ∈ V, ∀pi, pj ∈ P (u, v))

2

If a sequential circuit is DR-structure, it is guaranteed that conflict of patterns

does not occur in the sequence transformation. In general, an acyclic sequential

circuit does not satisfy this property.

Example 6 An acyclic sequential circuit S (Figure 3.1(a)) satisfies Definition 8.

Therefore, S is a sequential circuit with DR-structure. 2

18



Notice that, from Definition 8, the class of sequential circuits with DR-

structure properly includes that of balanced sequential circuits [15, 25].

3.4. Test generation

In this section, we propose a delay test generation method for sequential circuits

with DR-structure, and discuss the correctness of the method.

3.4.1 Test Generation Method

Given a sequential circuit, S, with DR-structure, our test generation method

proceeds as follows.

For each output cone Sc of S,

1. Make an SDF list F of Sc.

2. Construct the topology graph G of Sc.

3. Create the TEG E of G.

4. Construct the TEM CE(Sc) of Sc based on E.

For each SDF f ∈ F ,

(a) For CE(Sc), obtain the set of SDFs corresponding to f , and generate a

two-pattern test te for an SDF fe in the set by using a combinational

ATPG3.

(b) Transform te into a test sequence T for f in Sc by using the sequence

transformation.

(c) Transform T into a test sequence T ′ for f in S.

As mentioned previously, a TEG of an acyclic sequential circuit is unique if

the circuit is a single-output one. Therefore, in Step 3, E is also unique. Since

we use a slow-fast-slow testing strategy in test application, a sequential circuit

3If all the SDFs corresponding to f are identified as untestable faults by a combinational
ATPG, f is also untestable.
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can be considered delay fault-free except in applying a fast clock. This implies

that it is sufficient to generate a two-pattern test for at least one SDF in Step

4(a). In Step 4(c), T is always transformed into T ′ by applying T to the primary

inputs of S corresponding to the primary inputs of Sc. Note that, for the other

primary inputs of S, don ′t care values are assigned, i.e., each don ′t care value of

T ′ is placed by 0 or 1.

3.4.2 Correctness of Our Method

In this subsection, we demonstrate the correctness of our test generation method.

Lemma 1 Let S be a single-output acyclic sequential circuit, and let G =

(V, A, w) be the topology graph of S. Let E = (VE, AE, t, l) be the TEG of G. If

S is a sequential circuit with DR-structure, S satisfies the following condition.

|t(u)− t(v)| 6= 1 (∀u, v ∈ VE s.t. l(u) = l(v))

2

(Proof) It will be demonstrated that if there exist u and v such that l(u) = l(v)

and |t(u)− t(v)| = 1, S is not DR-structure, i.e., the contraposition of Lemma 1.

Suppose that u and v satisfy l(u) = l(v) and |t(u) − t(v)| = 1 (t(u) = t and

t(v) = t + 1). Since S has only one primary output, u and v share some vertex

w ∈ VE (t(w) = t′) on paths to the vertex corresponding to the primary output.

By C1 of Definition 4, l(w) ∈ V exists. Furthermore, by C2 and C3 of Definition

4, there exist two paths, p, p′, from l(u) = l(v) to l(w) such that the number of FF

on p, n(p), is t(w)− t(u) = t′− t and that on p′ is t(w)− t(v) = t′− t− 1. Hence,

S is not DR-structure because n(p)− n(p′) is one, and the proof is complete. 2

Lemma 1 guarantees that a two-pattern test te is transformed into a test

sequence τ(te) = T without conflict of patterns in Step 4 (b) of our test generation

method. Notice that, from Lemma 1, if structure of a sequential circuit is not DR-

structure but acyclic structure, conflict of patterns must occur in the sequence

transformation. Hence, test generation for such a sequential circuit must be

performed by using a sequential ATPG.
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Lemma 2 Let SDR be a sequential circuit with DR-structure, and let f be any

SDF in SDR. If f is testable, there exists a test sequence formed as a two-pattern

sequence. 2

(Proof) Let G = (V, A, w) be the topology graph of SDR. Let E = (VE, AE, t, l)

and CE(SDR) be a TEG of G and the TEM of S based on E, respectively. Let C

be the combinational circuit composed of all the CLBs on s with f , and let tmin

be the minimum value of labels assigned to vertices in E. Since SDR has no cycle,

the response for the value of any primary input will be appeared at a primary

output after at most time d, where d is the sequential depth of SDR. Therefore, if

f is testable, there exists a test sequence T whose length is less than or equal to

d + 2. From Definition 2, there exists an input vector pair (v1, v2) to C such that

the desired transition is launched at the starting point of s, and the transition

is propagated to the ending point of s along s. Let vPI be a primary input

that is reachable to C. Then, from C1 of Definition 4, a set of primary inputs,

{uPI|uPI ∈ l−1(vPI)}, exists in CE(SDR). Therefore, from C3 of Definition 4,

the values to justify v1 and v2 must be applied to vPI at times t(uPI) − tmin and

t(uPI)−tmin+1, respectively. Let vPO ∈ V be a primary output at which the fault

effect is observed, and let v′PI be a primary input that is reachable to vPO. Then,

by the same reason as the above, a set of primary inputs, {u′PI|u′PI ∈ l−1(v′PI)},
exists in CE(SDR), and the value needed to propagate the fault effect must be

applied to v′PI at time t(u′PI)− tmin +1. For each unspecified part of T , 0 or 1 can

be assigned. Hence, T is formed as a two-pattern sequence. 2

Lemma 3 Let SDR be a single-output sequential circuit with DR-structure, and

let G = (V, A,w) be the topology graph of SDR. Let E = (VE, AE, t, l) be the

TEG of G, and let CE(SDR) be the TEM of S based on E. Let tmin be the

minimum value of labels assigned to vertices in E, and let d be the sequential

depth of SDR. Let IC = (v1, v2) be an input vector pair to SDR, and let τ(IC) be

the two-pattern sequence. Then, the value Ou observed from the primary output

u ∈ VE by applying v2 to CE(SDR) is equal to the value Ol(u)(t(u) − tmin + 1)

observed from the primary output l(u) ∈ V at time t(u) − tmin + 1 by applying

τ(IC) to SDR. 2
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(Proof) Let Iu′ = (vu′
1 , vu′

2 ) be an input vector pair to a primary input u′ ∈ VE.

The second vector vu′
2 is transformed into an input pattern Il(u′)(t(u

′)− tmin + 1)

to the primary input l(u′) ∈ V at time t(u′) − tmin + 1 by using the sequence

transformation τ . From Lemma 1 and C1 of Definition 4, the input pattern

applied to l(u′) at time t(u′) − tmin + 1 is unique. Let p be the path in SDR

corresponding to a path, p′, from u′ to u, and let n(p) be the number of FF

on p. Then, the response for Il(u′)(t(u
′) − tmin + 1) will be appear at l(u) after

time n(p). By C3 of Definition 4, (t(u′) − tmin + 1) + n(p) = t(u) − tmin + 1 is

satisfied. Furthermore, by C2 of Definition 4, the logic function of CLBs on p and

that of CLBs on p′ are identical. Hence, Ou = Ol(u)(t(u) − tmin + 1) is satisfied.

2

From Lemma 1–3, we can have the following theorem.

Theorem 1 Let SDR be a single-output sequential circuit with DR-structure,

and let G = (V, A,w) be the topology graph of SDR. Let E = (VE, AE, t, l) be

the TEG of G, and let CE(SDR) be the TEM of SDR based on E. Let F be the

set of all SDFs in SDR. Then,

1. an SDF f ∈ F is testable if and only if at least one SDF fe ∈ σ(f) is

testable, and

2. a two-pattern test for the SDF fe ∈ σ(f) can be transformed into a test

sequence for the SDF f = σ−1(fe).

(Proof) Let SDR
f be the faulty circuit with f on a segment s of SDR, and let

CEfe
(SDR) be the faulty circuit with fe of CE(SDR). Let C be the combinational

circuit composed of all the CLBs on s, and let tmin be the minimum value of

labels assigned to vertices in E. Let d be the sequential depth of SDR, and let

τ−1 be the inverse transformation of τ .

First, we show that if f is testable, at least one fe is also testable. From

Lemma 2, there exists a two-pattern sequence Tf if f is testable. From Definition

2, if f is testable, Tf must justify input patterns v1 and v2 to C at time i and

i + 1, respectively. Let C ′ be the combinational circuit composed of CLBs such

that t(c) = i + tmin, where c is a CLB in µ(C). From Definition 4 and Lemma 3,

if we apply τ−1(Tf ) to CEfe
(SDR), (v1, v2) is justified to C ′. From Definition 4,

22



since the logic function of the combinational circuit on s with f and that on

the corresponding segment se with fe are identical, the value appeared from the

ending point of se by applying the 2nd vector of τ−1(Tf ) to CEfe
(SDR) is equal

to the value appeared from the ending point of s at time i + 1 by applying Tf

to SDR
f . From the above discussion and Lemma 3, in a slow-fast-slow testing

strategy, the value observed from a primary output u ∈ VE by applying the 2nd

vector of τ−1(Tf ) to CEfe
(SDR) is equal to the value observed from the primary

output l(u) ∈ V at time t(u)− tmin + 1 by applying Tf to SDR
f . CEfe

(SDR) and

the TEM CE(SDR
f ) of SDR

f based on E are isomorphic because fe is an SDF on se

corresponding to s. Therefore, for the 2nd vector of τ−1(Tf ), the output response

of CE(SDR
f ) is different from that of CE(SDR). Hence, if f is testable, at least

one fe ∈ σ(f) is also testable.

Next, we show that if fe is testable, f = σ−1(fe) is also testable. If fe is

testable, there exists a two-pattern test tfe . Let s′ and Cs′ be the segment with

fe and the combinational circuit composed of all the CLBs on s′, respectively.

Let ts′ be the label of CLBs in Cs′ , and let (v′1, v
′
2) be a vector pair to the input

of Cs′ . From Definition 4 and Lemma 3, we can justify (v′1, v
′
2) to the input of

µ−1(Cs′) in SDR
f by applying τ(tfe) to SDR

f . From Definition 4, since the logic

function of the combinational circuit on s′ and that on the corresponding segment

s′e are identical, the value appeared from the ending point of s′ by applying the

2nd vector of tfe to CEfe
(SDR) is equal to the value appeared from the ending

point of s′e by applying τ(tfe) to SDR
f at time ts′ − tmin + 1. From the above

discussion and Lemma 3, the value observed from a primary output u′ ∈ VE by

applying the 2nd vector of tfe to CEfe
(SDR) is equal to the value observed from

the primary output l(u′) ∈ V at time t(u′) − tmin + 1 by applying τ(tfe) to SDR
f

in a slow-fast-slow testing strategy. By the same reason as previously, CEfe
(SDR)

and the TEM CE(SDR
f ) of SDR

f based on E are isomorphic. Therefore, for τ(tfe),

the output response of SDR and that of SDR
f are different. Hence, if fe is testable,

f = σ−1(fe) is also testable.

Finally, from Lemma 1, any two-pattern test for fe can be always transformed

into a test sequence for f = σ−1(fe) by using the sequence transformation τ .

Thus, the theorem is proved. 2
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From this theorem and the contraposition of condition 1 in the theorem, we

can see that our test generation method can not only generate test sequences for

all the testable SDFs in sequential circuits with DR-structure, but also identify

all the untestable SDFs in the circuits. Note that Theorem 1 still holds for both

the path delay fault model and the transition fault model because the segment

delay fault model can represent the both models.

3.5. Design for Testability

3.5.1 Partially Enhanced Scan Design

In order to apply our test generation method to general sequential circuits, we

use the following partially enhanced scan technique:

1. For a given sequential circuit, FFs to be replaced by ESFFs (Figure 3.6) [2]

are selected such that the remaining part of the circuit, called kernel, be-

come DR-structure if those FFs are removed.

2. The FFs selected in the previous step are replaced by ESFFs.

Given a sequential circuit S, the overall flow of test generation for S is per-

formed as Figure 3.7. In this figure, each step works as follows.

Step 1: Extract a sequential circuit with DR-structure, SDR, from S as a kernel

circuit.

Step 2: Transform SDR into its time-expansion model CE(SDR).

Step 3: Generate two-pattern tests for CE(SDR) by using a combinational ATPG.

Step 4: Transform the two-pattern tests generated in Step (3) into test sequences

for SDR.

Step 5: Transform the test sequences constructed in Step (4) into test sequences

for S.
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D in: data input

Dout: data output

S in: scan input

Sout: scan output

MUX: multiplexer

Mode: nomal/test signal

HL: hold latch

Hold: hold/transparence signal

0

1
HL

FF

D in

Dout

S in

Sout

Hold

MUX

Mode

Figure 3.6. Enhanced scan flip-flop (ESFF).

3.5.2 Test Application

In this subsection, we discuss test application for a sequential circuit S designed

by the above partially enhanced scan technique. Let T and dDR be a set of two-

pattern tests for CE(SDR) and the sequential depth of SDR, respectively. Test

sequences for SDR are obtained by using the sequence transformation, and the

length of the test sequences is |T | · (dDR +2). Therefore, the test application time

for the original circuit S can be estimated as follows:

|T | · (dDR + 2)(nESFF + 1) + nESFF (CC: clock cycles), (3.1)

where nESFF is the number of ESFFs. Note that we assume that a single scan

chain is used to apply test sequences, and, during applying the scan clock to

ESFFs, we must disable the system clock for normal FFs. In test application,

since a slow-fast-slow testing strategy is used, we need to determine when the

rated clock is applied to the circuit. Here, we consider it. In CE(SDR), let F

be the set of all the SDFs detected by a two-pattern test t ∈ T . Let l and

lmin be the label of CLBs in which some f ∈ F exists and the minimum value

of labels, respectively. When we apply the test sequence τ(t) obtained by the

sequence transformation τ to the circuit, the rated clock is used in applying

(l − lmin + 2)th-pattern of τ(t). The other patterns are applied at a slow clock
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(2) Transform(1) Extract

Sequential circuit: S

Original circuit Kernel circuit Equivalent combinational circuit

Sequential circuit

with DR-structure: SDR Time-expansion model: CE(SDR)

(3) Generate

Two-pattern testsTest sequencesTest sequences

(4) Transform(5) Transform

Figure 3.7. Overall flow of test generation for a general sequential circuit.

speed. Note that l can take lmin, lmin + 1, . . . , lmin + dDR. Eq. (3.1) is estimated

under the assumption that the values of all labels associated with faults in F are

identical. If the values are not identical, in the worst case, we need to apply τ(t)

to the circuit (dDR + 1) times. In this case, therefore, the test application time

will be as follows:

|T | · (dDR + 2)(nESFF + 1)(dDR + 1) + nESFF (CC). (3.2)

3.6. Evaluation of Our Test Generation Method

3.6.1 Characteristics of This Work and Prior Works

From Definition 8, we can see that the relation among the three classes is as

follows: {the class of acyclic sequential circuits} ⊃ {the class of sequential circuits

with DR-structure} ⊃ {the class of balanced sequential circuits} (Figure 3.8).

In general, a sequential circuit is classified as none of these circuit structures.

Therefore, if we generate test sequences for delay faults in such a sequential circuit

by using the method [5], [25] or our method, we need to extract respective circuit

structures by using DFT techniques, e.g., partially enhanced scan techniques. In

the following discussion, we suppose that partially enhanced scan techniques are
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Sequential circuits

with acyclic structure

Sequential circuits

with DR-structure

Sequential circuits

with balanced structure

Figure 3.8. Relation among three circuit structures.

used to extract respective circuit structures.

Here, we discuss test generation complexity for each class of sequential circuits

and area overhead (the number of ESFFs) required for extracting each structure.

Acyclic structure: The area overhead for making a general sequential circuit

acyclic is lowest among the three structures. However, given an acyclic sequential

circuit, the test generation is more complex than the others because a sequential

ATPG is required for generating test sequences.

Balanced structure: In the test generation method [25], given a balanced

sequential circuit, test sequences for delay faults in the circuit are generated by

applying a combinational ATPG to its combinationally equivalent circuit. The

combinationally equivalent circuit is obtained by just replacing each FF with a

wire, and the sizes of the original circuit and the transformed circuit are equal

except for FFs. Therefore, the test generation is much easier than the ordinary

test generation using a sequential ATPG. However, the area overhead is highest

among the three structures.

DR-structure: The area overhead is lower than that of balanced structure.

Furthermore, we can also generate test sequences for delay faults in a sequen-

tial circuit with DR-structure by applying a combinational ATPG to its time-

expansion model. Therefore, the test generation can be much easier than the
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ordinary test generation using a sequential ATPG.

In the next subsection, we evaluate the effectiveness of our test generation

method.

3.6.2 Experimental Results

Here, we evaluate the effectiveness of the proposed method in area overhead

required for extracting DR-structure, test generation time, fault efficiency and

test application time. The following experiments were performed on a Sun Fire

6800 workstation, and TetraMAX ATPG (Synopsys) was used as a combina-

tional/sequential delay test generation tool. We considered a fault model in test

generation as the transition fault model. The difference between test generation

for the transition fault model and that for the other fault models (the path delay

fault model and segment delay fault one) is only the number of mandatory as-

signments in propagating a desired transition along a faulty site. Therefore, test

generation result for the transition fault model would be similar to that for the

other fault models.

First, we compare area overheads required for extracting acyclic structure,

DR-structure and balanced structure from a sequential circuit. In this exper-

iment, we designed three data path circuits, which are shown in Table 3.2, at

register transfer level, and the three circuits were synthesized by Design Com-

piler (Synopsys). Our method was applied to their gate-level circuits. Columns

“#PIs”, “#POs” and “#FFs” denote the number of primary inputs, primary

outputs and FFs, respectively. Column “Area” represents circuit size. The size

was estimated by Design Compiler, and the value of “Area” was calculated by

considering the area of a 2-input NAND gate to be 2. Table 3.3 shows area over-

heads required for extracting respective structures. Columns “Acyclic”, “DR”

and “Balanced” correspond to the results in the cases of acyclic structure, DR-

structure and balanced structure, respectively. For reference, the result of the

fully enhanced scan method, denoted as “Combinational”, is shown in Table 3.3.

Columns “#ESFFs”, “Scan [%]”, and “Area OH [%]” denote the number of

ESFFs, the percentage of ESFFs and area overhead respectively, where the area

of DFT elements in each ESFF is considered to be 14. Note that we obtained

each sequential circuit with acyclic structure, SA, by an exact algorithm [8], and
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each sequential circuit with DR-structure, SDR, and each sequential circuit with

balanced structure, SB, were extracted by applying a greedy algorithm to SA.

Here, let us explain the greedy algorithm for SDR briefly. The greedy algorithm

traverses SA from the primary inputs to the primary outputs in a depth-first fash-

ion. In traversing SA, if paths of SA do not satisfy the condition of Definition 8,

an FF on the paths is replaced by an ESFF in order for the paths to satisfy the

condition. Thus, we obtained SDR from SA. SB was obtained in a similar way. In

Table 3.3, “Area OH” of SDR was larger than that of SA. However, “Area OH”

of SDR achieved low area overhead compared to that of SB. From this result, we

can see that DR-structure can be obtained from a sequential circuit by paying

low area overhead compared to balanced structure.

Next, we evaluate our test generation method. In order to evaluate our

method, we first carried out the following experiment: we compared test gener-

ation for SDR using a sequential ATPG with that using a combinational ATPG.

Table 3.4 shows the test generation results in the cases of using a sequential ATPG

(“Sequential ATPG”) and a combinational ATPG (“Combinational ATPG”).

Columns “TGT [s]” and “FE[%]” denote test generation time and fault efficiency,

respectively. In this experiment, “Combinational ATPG” achieved significantly

short test generation time (about 1/93 shorter on average) under high fault ef-

ficiency compared to that of “Sequential ATPG”. Table 3.5 shows the results of

test application time, respectively. Columns “Depth”, “#Vec” and “TAT [CC]”

list the sequential depth of a circuit, the length of test sequences or the num-

ber of two-pattern tests, and test application time. In “Sequential ATPG”, test

application time was estimated as follows. Generally, in a slow-fast-slow test-

ing strategy, test sequences whose length is l that are generated by a sequential

ATPG should be applied to the circuit (l − 1) times because, in each turn, only

one pattern of the test sequences will be applied at the rated clock speed while the

other patterns will be applied at a slow clock speed [2]. However, in a sequential

circuit with no loop, test sequences are only needed to apply (d+1) times, where

d is the sequential depth of the circuit. Hence, the test generation time will be

l(nESFF +1)(d+1)+nESFF. In “Combinational ATPG”, test generation time was

calculated by using the equations shown in Section 3.5.2. From the above results,

we can see that, for sequential circuits with DR-structure, test generation using

29



a combinational ATPG is effective compared with conventional test generation

using a sequential ATPG.

Finally, we evaluate test generation time, fault efficiency and test application

time for SA, SDR and SB. In Table 3.6, column “Acyclic” denotes the test gener-

ation result using a sequential ATPG for SA, and column “DR” denotes the result

using a combinational ATPG for the time-expansion model of SDR. Column “Bal-

anced” denotes the result using a combinational ATPG for the combinationally

equivalent circuit of SB [25]. For reference, the result of the fully enhanced scan

method, denoted as “Combinational”, is shown in Table 3.6. In this experiment,

our method achieved high fault efficiency with very short test generation time

compared to that of “Acyclic”. Moreover, we obtained almost the same fault

efficiency as “Balanced” with a similar test generation time. Thus, our method

can significantly improve test generation time and fault efficiency by paying large

area overhead compared to acyclic structure. Table 3.7 shows the results of test

application time. In “Combinational”, test application time was estimated as

2nTPT(nESFF + 1) + nESFF, where nTPT is the number of two-pattern tests. In

general, test application time depends on the number of ESFFs. If the number

of ESFFs decreases, test application time will also be reduced. The tendency of

test application time in Table 3.7 was not similar to the general tendency. Note

that, in our method, test application time can be reduced if a test compaction

technique (e.g., [17]) is used.

From the above results, we can see that our method is effective in hardware

overhead, test generation time and fault efficiency.

3.7. Summary

This chapter presented a new structure, called discontinuous reconvergence struc-

ture (DR-structure), of sequential circuits with easy testability for delay faults.

We proposed a delay test generation method for sequential circuits with the struc-

ture. In our method, instead of a sequential ATPG, a combinational ATPG is

used to generate test sequences for delay faults. We theoretically proved the

correctness of the proposed method. Our method can handle several delay fault

models in which faults can be detected by two-pattern tests, e.g., the path delay
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fault model, segment delay fault model and transition fault model. We confirmed

that our test generation method can reduce test generation time and can en-

hance fault efficiency compared to the ordinary test generation method using a

sequential ATPG. To apply our method to general sequential circuits, we used a

partially enhanced scan technique. Theoretically, the class of sequential circuits

with DR-structure properly includes that of balanced sequential circuits. There-

fore, it is conceivable that DR-structure is extracted from a sequential circuit

with low area overhead compared with balanced structure). We also confirmed

it experimentally.
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Chapter 4

Non-Scan Delay Testing of

Sequential Circuits Using State

Transition Information

4.1. Introduction

As the speed of modern VLSI circuits increases, delay testing is becoming essential

to guarantee the timing correctness of the circuits. Delay test generation for such

circuits is a challenging problem. This is because there exist many sequentially

untestable delay faults in a circuit [7], and the task of identifying those faults

is very time-consuming. It is virtually impossible to identify all the untestable

faults in a large circuit. To facilitate delay test generation, standard scan methods

[27, 28] and enhanced scan ones [7, 11] have been proposed. Given a sequential

circuit, these design methods make most or all of the sequentially untestable

faults detectable by making every flip-flop (FF) controllable and observable. As

a result, the test generation time is significantly reduced and the fault coverage

becomes higher. However, in scan-based delay testing, the test application time

becomes longer because of the scan-shift operation. In addition, the scan-shift

operation is generally performed at a low clock speed while the second vectors

of two-pattern tests are launched at a rated clock speed. This situation may

cause the IR-drop [29] because the operating speed rapidly changes, and it makes

apparent circuit delay increase temporarily. In consequence, the test may detect
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temporary delay faults and it poses over-testing. Therefore, it is desirable that

the operating speed is constant during test application.

In the recent decade, design for testability (DFT) methods at register transfer

(RT) level have been proposed [22]. An RT-level circuit is generally composed

of a controller, represented by a state transition graph (STG), and a data path,

represented by hardware elements such as registers, multiplexers (MUXs) and

operational modules. For delay faults, a non-scan DFT method of data paths,

which overcomes the drawbacks of scan-based testing, has been proposed [1]. On

the other hand, a DFT method for stuck-at faults in controllers has been proposed

[24]. This method is also non-scan based, and achieves complete fault efficiency,

short test application time and at-speed testing. In this method, the above merits

are realized by utilizing a given STG and by appending an extra logic, called an

invalid test state generator (ISG), to the original controller.

This chapter proposes a non-scan design scheme, which is an extension of one

in [24], to enhance delay testability of controllers. In this scheme, we utilize a

given STG to test delay faults in its synthesized controller. The original behavior

of the STG is used during test application. For faults that cannot be detected by

using the original behavior, we append an extra logic, called an invalid test state

and transition generator (ISTG), to the original controller. In this dissertation,

we discuss a classification of untestable faults in a controller, and show our DFT

flow based on the classification. Our scheme allows achieving short test appli-

cation time and at-speed testing, which is always performed at a constant clock

speed. By some experiments, we show the effectiveness of our method.

4.2. Preliminaries

4.2.1 Target Circuit and Fault Model

Our target circuit is a controller represented by an STG, and we target delay

faults that can be tested by two-pattern tests (e.g., transition faults, path delay

faults, etc.) in the circuit. In the following discussion, we focus on the transition

fault model for simplicity. Figure 4.1 shows an example of a controller repre-

sented by an STG. In this chapter, we assume that a gate-level implementation
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s2

s1

s3

s4

reset

Figure 4.1. State transition graph representing a controller.

of a controller is given, and the controller has a reset signal, i.e., we can make a

transition from any state to the reset state by activating the reset signal. Fig-

ure 4.2 represents a sequential circuit which can be obtained by synthesizing a

given STG. We also assume that, for a given controller, the mapping information

between each state in the STG and the value of the state register (SR) (state

encoding information) is available.

4.2.2 Terminologies

Here, we define several terminologies. For any value of the SR in a sequential

circuit synthesized from a given STG, the state corresponding to the value is

called a valid state if it is reachable from the reset state in the STG. Otherwise,

it is called an invalid state. For a synthesized controller, a combinational circuit

extracted from the controller by replacing the SR with pseudo primary inputs

(PPIs) and pseudo primary outputs (PPOs) is called a combinational test gener-

ation model (CTGM) (Figure 4.3). Every two-pattern test for a CTGM, (V1, V2),

can be denoted as (I1&S1, I2&S2), where I1 and I2 are the values of primary

inputs (PIs), S1 and S2 are the values of PPIs, and “&” is the concatenation

operator. A two-pattern test for a CTGM, (I1&S1, I2&S2), is said to be a valid

two-pattern test if there exists an arc (transition) (I, P, N,O) in a given STG such

that I = I1, P = S1 and N = S2, where I is an input value, P is a present state

value, N is a next state value, and O is an output value. Otherwise, it is called
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PIs: primary inputs

POs: primary outputs

SR: state register

R: reset signal

Combinational

circuit

PIs POs

SR

R

Figure 4.2. Synthesized controller.

an invalid two-pattern test. The transition corresponding to a valid two-pattern

test (resp. an invalid two-pattern test) is called a valid test transition (resp. an

invalid test transition). Valid test transitions and invalid ones are collectively

called test transitions. For each state included in a test transition, the state is

called a valid test state (resp. an invalid test state) if it is a valid state (resp. an

invalid state). Also, valid test states and invalid ones are collectively called test

states.

Figure 4.4 shows an example of test states and test transitions. When two-

pattern tests are generated for the CTGM (Figure 4.3) of Figure 4.1, the test

transitions corresponding to the generated two-pattern tests can be classified

into five types:

• valid test transition (Figure 4.4(1)),

• invalid test transition from a valid test state to a valid test state (Fig-

ure 4.4(2)),

• invalid test transition from a valid test state to an invalid test state (Fig-

ure 4.4(3)),
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Combinational

circuit

PIs POs

PPOsPPIs

PPIs: pseudo primary inputs

PPOs: pseudo primary outputs

Figure 4.3. Combinational test generation model (CTGM).

: invalid test transition
: valid test transition

: invalid test state

: valid test state

s0
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reset
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(2)

(3)

(5)
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Figure 4.4. Test states and transitions.

• invalid test transition from an invalid test state to a valid test state (Fig-

ure 4.4(4)) and

• invalid test transition from an invalid test state to an invalid test state

(Figure 4.4(5)).

4.3. Proposed Method

4.3.1 Test Architecture

In our testing scheme, the original behavior of a given STG is used during test

application, i.e., valid two-pattern tests are applied by using the original behavior.
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Faults that cannot be detected by using the original behavior are tested by an

extra logic, called an invalid test state and transition generator (ISTG). Our test

architecture is shown in Figure 4.5, which is an extension of the test architecture

[24]. In Figure 4.5, the respective DFT elements play the following roles.

• The ISTG is used to generate invalid test states and invalid test transitions.

• The extra pin of tmode is used to select between the normal mode and the

test mode.

• The extra pins of tout are used to observe the value of the SR. The bit width

of tout is the same as that of the SR.

• The extra pins of tsel are used to distinguish among invalid two-pattern

tests1.

• The MUX is used to switch between the signal from the combinational part

of the controller and that from the ISTG.

The differences between our test architecture and the previous one [24] are as

follows. Unlike the ISG of the previous test architecture, the ISTG of our test ar-

chitecture is used to generate not only invalid test states needed to apply the first

vectors of invalid two-pattern tests but also invalid test transitions corresponding

to the invalid two-pattern tests. Notice that the ISG has no tsel. Furthermore,

in our test architecture, tout is appended to the output side of the SR while tout

of the previous test architecture is appended to the input side of the SR. In con-

sequence, our test architecture can test delay faults appropriately because the

value captured by the SR can be observed.

Our test architecture can achieve short test application time and at-speed

testing because the scan-shift operation is never used. Note that we use the

terminology of “at-speed test” only if test application can always be performed

at a rated clock speed.

Here, we mention testing of delay faults in the ISTG. Since the ISTG is only

used in the test mode, we do not need to care about its behavior in the normal

mode. Therefore, to test delay faults in the ISTG, we need only to check whether

1The details will be described in Section 4.3.3.
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Figure 4.5. Test architecture.

the value captured by the SR is correct or not by using tout in the test mode. It

can be performed during testing of the controller simultaneously.

Let us consider an impact of power consumption on a controller, which is

induced by the ISTG. Although the ISTG is only used during testing, it might

consume power in the normal mode. If the impact is serious, we can avoid it

by configuring the controller as Figure 4.6. In Figure 4.6, “AND” is used to

suppress the power consumption in the ISTG during normal operation. If the

value of tmode is 1, “AND” supplies the values of the PIs and the SR to the ISTG.

In the normal operation, the ISTG receives the constant value of zeros by setting

the value of tmode to 0. Note that, in the following discussion, we do not consider

the power impact of an ISTG for simplicity.

4.3.2 Test Quality

In a sequential circuit, untestable delay faults generally exist. Here, we classify

untestable delay faults in a controller into five categories in terms of “logic level”,

“RT-level” and tout. The classification is shown in Figure 4.7. Let F be a whole
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Figure 4.6. Power-aware configuration.

set of faults. All the faults in a set of FC are untestable in the combinational

part of the controller if we consider the SR as POs and PIs, i.e., any two-pattern

test can be applied to the combinational part and any response from that can

be observed. These faults are called combinationally untestable faults. Some

combinationally testable faults in FC (= F − FC) are untestable because the

value of the SR is restricted by the available state transitions in its synthesized

controller. Such faults belong to a set of FSl
(⊃ FC). We call these faults

sequentially untestable faults at logic level without tout. When a given STG is

synthesized, some new states and transitions are generally implemented in the

synthesized controller. This implies that some testable faults in FSl
are untestable

if the original behavior of the given STG is only considered. We classify these

faults into a set of FSf
(⊃ FSl

). These faults are called sequentially untestable

faults at RT-level without tout. Let us consider appending tout to the synthesized

controller here. Appending tout makes some untestable faults in FSl
and FSf

testable. Thus, FSl
and FSf

change into sets of F t
Sl

(⊃ FC) and F t
Sf

(⊃ F t
Sl

),

respectively. Let M be a given STG, and M ′ be the STG corresponding to a

sequential circuit derived by synthesizing M . In Figure 4.7, some faults in FSl
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Figure 4.7. Classification of untestable faults.

can be activated by using the behavior of M but the effects of the faults cannot

be propagated to a PO by using the behavior of M ′. Such faults can be detected

by using the behavior of M if tout is appended to the circuit. These faults belong

to FSl
− F t

Sf
.

In test generation for a given sequential circuit, a sequential test generator

(ATPG) tries to identify all the untestable faults in FSl
and to generate tests

for all the testable faults in FSl
. The goal of this task can be achieved if the

ATPG has enough time to complete the task. However, it is infeasible for a large

circuit. For such a circuit, DFT approaches should usually be used to facilitate

test generation. In our method, tout is appended to a given circuit in order to

facilitate test generation. As a result, some faults in FSl
are made detectable.

However, the number of these faults is not so large [7]. Our method aims to detect

faults in F t
Sl

and identify faults in F t
Sl

as much as possible in a reasonable time.

Although a fault in FSf
−F t

Sl
itself does not affect the performance of a controller

under the original behavior of its STG and under the single fault assumption,

we try to detect the fault. The reason is as follows. Suppose that there exist

an untestable fault f ′ in FSf
− F t

Sl
and a testable fault f in FSf

simultaneously

in a circuit, and the effect of f ′ cannot be propagated to a PO but f ′ can be

activated during normal operation. In this case, if f ′ is not tested, we cannot

evaluate whether a test generated for f is invalidated by f ′. This implies that

43



f can be missed if there are no tests that detect f in a generated test set. In

order to avoid such a situation, we should test not only testable faults in FSf
but

also untestable faults in FSf
− F t

Sl
. Under the single fault assumption, the above

discussion dose not make sense. However, from a practical point of view, it is

very useful because there can exist multiple faults in a circuit.

4.3.3 Flow of Our Method

Given a controller, the procedure of our method is performed as Figure 4.8. In

Step 1, we try to generate valid two-pattern tests as much as possible. As a

result, area overhead can be reduced. Moreover, this step can contribute to

alleviating over-testing. Step 2 also can contribute to reducing area overhead

and alleviating over-testing. In Steps 3 and 4, faults that cannot be detected in

normal operation are taken into consideration. Step 5 can lead to achievement of

short test application time.

In the following paragraphs, we explain each step of Figure 4.8 in detail.

Step 1: For the CTGM of a given controller, we use a combinational ATPG. In

order to generate valid two-pattern tests, we give some information (constraint) to

a combinational ATPG. A constraint is defined as a vector pair (IC
1 &SC

1 , IC
2 &SC

2 ).

Each bit of a constraint can take the value of 0, 1 or don’t care (X). When we give

a constraint to a combinational ATPG, the ATPG tries to generate two-pattern

tests under the constraint, i.e., for every X of the constraint, a suitable value is

specified.

A constraint C is derived as follows. First, a transition T = (I, P, N, O) is

selected from a given STG. Then, T is used as C = (I&P, “Xs”&N). It is obvious

that two-pattern tests generated under this constraint can always be applied by

using the original behavior of the controller. Thus, we can obtain valid two-

pattern tests. Note that, because of the presence of a delay fault f , we may fail

to justify a valid two-pattern test generated for f by using the original behavior.

However, it does not matter because any error induced by f in the SR can always

be observed from tout. In Step 1, if we use all the constraints corresponding to

the transitions in the STG, we can identify all the untestable faults in F t
Sf

, and

valid two-pattern tests can be generated for all the faults in F t
Sf

. The detected
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Figure 4.8. Flow chart of our method.

faults are dropped from the fault list.

Step 2: For the remaining faults in Step 1, we try to identify untestable faults

in F t
Sl

and generate a test sequence for faults in F t
Sf
−F t

Sl
by applying a sequential

ATPG to the controller with tout. Since the circuit has tout, test generation for it

is easier than that for the original one. Moreover, the number of target faults in

this step is much reduced compared with the total number of faults. Nevertheless,

this task is very time-consuming. Therefore, we use a sequential ATPG under

a limited processing time (or a limited number of backtracks) per fault. This

implies that, in this step, we take into account faults that can be easily identified

as untestable faults and easily detectable faults. The detected faults and the

untestable faults are dropped from the fault list. Notice that if there are no
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Table 4.1. Truth table of an ISTG.
Inputs Outputs

I1
1&S1

1 S1
2

I2
1&S2

1 S2
2

...
...

In
1 &Sn

1 Sn
2

aborted faults in this step, we do not need to perform Steps 3 and 4. This means

that only the pins of tout are added to the original controller as a DFT element.

Step 3: We generate two-pattern tests, which are invalid, for the remaining

faults in Step 2 under no constraint by using a combinational ATPG. This step

can identify all the untestable faults in FC .

Step 4: We design an ISTG to test the faults detected in Step 3 because we

do not identify whether these faults belong to F t
Sl
− FC or not. An ISTG must

realize functions to apply invalid two-pattern tests to the combinational part

of the controller. Furthermore, it must also have functions that make all of

the invalid test states in the invalid two-pattern tests reachable from the reset

state. For example, given n invalid two-pattern tests t1 = (I1
1&S1

1 , I
1
2&S1

2), t2 =

(I2
1&S2

1 , I
2
2&S2

2), . . . , tn = (In
1 &Sn

1 , In
2 &Sn

2 ), an ISTG must realize the functions

shown in the truth table (Table 4.1). Note that, in Table 4.1, if there exist m

invalid two-pattern tests such that I1
1&S1

1 = I2
1&S2

1 = · · · = Im
1 &Sm

1 and Si
2 6= Sj

2

(∀i, j, 1 ≤ i, j ≤ m, i 6= j), we need tsel to distinguish among them. The bit

width of tsel is dlog mmaxe, where mmax is the maximum number of two-pattern

tests that satisfy the above conditions.

We touch on a problem to reduce the area of an ISTG here. If the truth table

shown in Table 4.1 includes X values, i.e., X values are included in two-pattern

tests, we can make use of them to reduce the area of an ISTG. This problem is

considered as a type of an input encoding problem [30]. Therefore, we could apply

some heuristics [30] for the input encoding problem to design an ISTG. However,
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this is still an open problem. In this chapter, it is assumed that two-pattern tests

generated in Step 3 do not include X values.

Step 5: In order to construct a test sequence for the original circuit, we deter-

mine an order of applying all the generated two-pattern tests. Note that the test

sequence generated in Step 2 is applied to the circuit before or after applying the

test sequence obtained in this step. Here, we consider a problem to construct

the test sequence that has the minimum length. It is solved as an asymmetric

traveling salesperson problem (ATSP) on a complete weighted directed graph

represented by a distance matrix, where a vertex t corresponds to a two-pattern

test, an arc (ti, tj) corresponds to the path between ti and tj, and the weight of

the arc corresponds to the distance from ti to tj. The distance d(ti, tj) means the

minimum clock cycles that are needed to apply the first vector of tj after applying

ti. Note that if tj is a valid two-pattern test and the values of the second vector

of ti and the first vector of tj are identical, the value of d(ti, tj) is −1. Thus, we

can construct a test sequence by solving the corresponding ATSP.

For example, let us consider the ATSP for Figure 4.4. In Figure 4.4, there are

five test transitions. These test transitions (1), (2), (3), (4) and (5) correspond

to two-pattern tests t1, t2, t3, t4 and t5, respectively. Let the reaching states

after applying t1, t2, t3, t4 and t5 be S4, S3, SU , S1 and SU respectively, where

SU denotes an unknown state. Table 4.2 shows the distance matrix for the five

two-pattern tests. Note that, in this table, d(R, t) (resp. d(t, R)) denotes the

minimum distance from the reset state R (resp. Sa) to Sb (resp. R), where Sa is

the reaching state after applying t, and Sb is the state in applying the first vector

of t. A solution of this problem is R → t1 → t2 → t4 → t3 → t5 → R. From this

solution, t1, t2, t4, t3 and t5 are applied in that order.

4.4. Advantages of Our Method

4.4.1 Conventional Methods and Our Method

In this subsection, we summarize the proposed method and conventional methods

(standard scan and enhanced scan ones). In the following discussion, we assume
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Table 4.2. Distance matrix.
R t1 t2 t3 t4 t5

R — 2 4 1 3 2

t1 1 — 0 2 4 3

t2 1 −1 — 2 4 3

t3 1 3 5 — 4 3

t4 1 1 3 0 — 1

t5 1 3 5 2 4 —

that MUXs are used in the scan-based methods although there are some ways to

implement a standard scan FF (SSFF) and an enhanced scan FF (ESFF).

Standard scan method: Test generation for a controller designed by this

method requires a combinational ATPG that supports the skewed-load [27] mode

and/or the broad-side [28] one. Generated two-pattern tests are applied to the

controller through a scan chain in the skewed-load fashion and/or the broad-side

one. The test application time is estimated as nTPT(nSSFF + 2) + nSSFF, where

nTPT and nSSFF are the number of two-pattern tests and SSFFs, respectively. In

this method, each SSFF in the controller has an additional MUX. Therefore, the

area overhead is AMUX × nSSFF, where AMUX is the area of the additional MUX.

As a result, the delay of an MUX are added as the additional circuit delay. This

method needs three additional pins. Note that we assume that this method has

a single scan chain for simplicity.

Enhanced scan method: We can generate tests for a controller designed by

this method by using a combinational ATPG. The test application time is esti-

mated as 2nTPT(nESFF + 1) + nESFF, where nESFF is the number of ESFFs. Each

ESFF in the controller has an additional MUX and a hold latch (HL) [2]. The

area overhead is, therefore, (AMUX + AHL)× nESFF. Note that, although the area

overhead can be reduced by using some techniques (e.g., [9]), we estimate it as

the above equation for simplicity. The delay penalty is higher than that of the

standard scan method because of the HL. The extra circuit delay is equal to the
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sum of the delays of an MUX and an HL. Furthermore, the pin overhead of this

method is high compared with that of the standard scan method because the HL

has to be controlled by an additional pin. The total number of additional pins is

four. Note that it is also assumed that this method has a single scan chain.

Our method: In our method, we first generate tests for the combinational test

generation model of a given controller by using a combinational ATPG under

the constraints extracted from its STG. The test generation is repeated nc times,

where nc is the number of constraints. Next, we generate a test sequence for the

remaining faults under a limited processing time by using a sequential ATPG.

Then, we try to generate two-pattern tests for the aborted faults in the previous

step under no constraint. The test application time is determined by an order of

applying all the generated two-pattern tests to the controller. The area overhead

is AMUX × nFF + AISTG, where nFF is the number of FFs, and AISTG is the area

of an ISTG. The proposed method has the same delay penalty compared to that

of the scan-based methods because ISTGs are not used during normal operation.

However, in order to perform at-speed testing, we need to pay attention to the

maximum delay of an ISTG. The maximum delay of an ISTG depends on its

structure. In the next subsection, we evaluate the maximum delays of ISTGs by

experiments. We believe that the ISTG of a given controller can be constructed

with small maximum delay compared to that of the original circuit by contriving

ways to synthesize the ISTG. The extra pins (tsel, tout and tmode) are needed in

our method. The sum of the bit width of these pins is |tsel|+|tout|+1. Notice that,

in the proposed method, if Steps 3 and 4 are not performed, the pin overhead

is |tout|. In a controller-data path circuit, if we consider that its controller part

is tested independently of its data path part, the PIs and the POs of the data

path can be used as tsel and tout during testing of the controller, respectively.

The PIs of the data path are split and connected to tsel, and the POs of the data

path are shared with tout by using MUXs. Let nDPI and nDPO be the bit widths

of the PIs and the POs of the data path, respectively. In the sharing of test

pins, if nDPI ≥ |tsel|, no additional test pins are required for tsel. Otherwise, the

number of additional test pins is |tsel|−nDPI. For tout, if nDPO ≥ |tout|, we need one

additional test pin to control MUXs. Otherwise, we need to apply one two-pattern
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test d|tout|/nDPOe times and observe the value of tout in d|tout|/nDPOe batches. In

this case, the number of additional test pins is d|tout|/nDPOe. As a result of the

sharing, although the area overhead increases to AMUX × (nFF + |tout|) + AISTG,

the pin overhead decreases to (|tsel| −nDPI) + d|tout|/nDPOe+ 1 in the worst case.

Since it is expected that nDPI ≥ |tsel| and nDPO ≥ |tout| can be satisfied for

practical RT-level circuits, the pin overhead decreases to 2. It is also reduced to

1 if Steps 3 and 4 are skipped.

We mention here some differences among the three methods. In the scan-

based methods, every FF is just replaced with an SSFF or an ESFF injudiciously

while ISTGs of our method are designed depending on generated invalid two-

pattern tests. These features could cause the following. Suppose that additional

two-pattern tests are required for some reasons (e.g., for fault diagnosis) after ap-

plying the respective methods to a circuit. In the enhanced scan method, these

two-pattern tests can always be applied without modification of the circuit. How-

ever, the other methods could not cope with such a situation. The advantages

of our method are as follows. Since the scan-shift operation is needed in the

scan-based methods, at-speed test cannot be performed, i.e., a slow clock is used

except in activating delay faults. However, our method can always apply tests at

a rated clock speed. In this environment, the IR-drop will be suppressed. More-

over, our method can be performed flexibly according to a trade-off between area

overhead and test generation time. The trade-off is determined by the number of

constraints used in Step 1 of the proposed method and by the limited processing

time per fault in Step 2. In the scan-based methods, all the FFs in a circuit are

modified independently of the circuit function. Consequently, many untestable

delay faults, which do not need to be tested, are made detectable. This implies

that yield loss may potentially occur. In our method, over-testing is also caused

by tout and the ISTG. However, owing to Steps 1 and 2 of the proposed procedure,

our method can alleviate over-testing compared with the scan-based methods.

4.4.2 Experimental Results

To evaluate our method, the following experiments were performed on a Sun

Blade 2000 workstation. We used the MCNC ’91 benchmark circuits shown in

Table 4.3. A reset signal was appended to every benchmark circuit. Columns
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Table 4.3. Circuit characteristics.
Circuit

#PIs #POs #FFs #States #Arcs Area
name

bbsse 7 7 4 16 72 295

keyb 7 2 5 19 189 459

kirkman 12 6 4 16 446 360

planet 7 19 6 48 163 937

s298 3 6 8 218 1,314 3,662

s420 19 2 5 18 155 122

sand 11 9 5 32 216 866

scf 27 56 7 121 407 1,378

“#PIs”, “#POs”, “#FFs”, “#States” and “#Arcs” denote the number of PIs,

POs, FFs, states in an STG, and transitions in an STG, respectively. Column

“Area” represents circuit size. The size was estimated by Design Compiler (Syn-

opsys), and the value of “Area” was calculated by considering the area of a 2-input

NAND gate to be 2. During logic synthesis, binary encodings were used. Note

that, it is assumed that each benchmark circuit has a data path, which is con-

trolled by the benchmark circuit, and the data path has enough PIs and POs to be

shared with additional test pins. In the following experiments, we compared our

method (NS) to the standard scan technique (SS) and the enhanced scan tech-

nique (ES). TestGen (Synopsys) and FlexTest (Mentor Graphics) were used as a

combinational ATPG and a sequential one respectively, and the transition fault

model was targeted. Note that, in SS and ES, we assumed that the both meth-

ods have a single scan chain. For SS, we compared only the hardware overhead

because the ATPGs do not support the skewed-load mode and the broad-side

one.

First, we show the hardware overhead of our method. Columns “Area OH [%]”

and “Pin OH” of Table 4.4 denote the ratio of the area of additional hardware

elements to that of the original circuit if the sharing of test pins was not adopted,

and the number of additional test pins, respectively. To calculate “Area OH”,
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Table 4.4. Hardware overheads.
Circuit Area OH [%] Pin OH

name SS ES NS SS ES NS

bbsse 9.5 19.0 9.8 2 (3) 3 (4) 2 (5)

keyb 7.6 15.3 7.6 2 (3) 3 (4) 1 (5)

kirkman 7.8 15.6 7.8 2 (3) 3 (4) 1 (4)

planet 4.5 9.0 15.6 2 (3) 3 (4) 2 (7)

s298 1.5 3.1 23.3 2 (3) 3 (4) 2 (10)

s420 28.7 57.4 28.7 2 (3) 3 (4) 1 (5)

sand 4.0 8.1 4.2 2 (3) 3 (4) 2 (6)

scf 3.6 7.1 6.6 2 (3) 3 (4) 2 (8)

we considered both AMUX and AHL described in the previous section as 7. In

Table 4.4, the area overhead of SS was the smallest of all. However, for three

cases, our method achieved the same area overhead as that of SS, and low area

overhead compared with that of ES except two cases. Note that, as mentioned in

Section 4.3.3, if we utilize X values in two-pattern tests, the area overhead can

be reduced. Besides, in a controller-data path circuit, the controller is generally

much smaller than the data path. Therefore, even if the area overhead of a

controller is large, it is not critical in the whole circuit. In the result of pin

overheads, our method required a large number of additional test pins for each

circuit, which is shown in a parenthesis, if the sharing of test pins is not adopted.

However, if the sharing of test pins is adopted for the respective methods, the

pin overheads can be reduced as shown in Table 4.4.

Next, we show the test generation results. In this experiment, our method was

performed as follows. Column “#Arcs” in Table 4.3 corresponds to the number

of constraints in Step 1 of our method. We used all the constraints in Step 1,

i.e., for each circuit, test generation was repeated #Arcs times. In Step 2, the

backtrack limit was set to 64, which is not so large value. In Step 5, we used a

simple algorithm to solve the ATSP and the processing time was negligibly short.

Table 4.5 shows the test generation results of the respective methods. Columns
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“#All”, “#Det” and “#Unt” give the number of total faults, detected faults and

untestable faults, respectively. Columns “#TPT” and “#Vec” list the number

of two-pattern tests and the length of the test sequence generated in Step 2.

Columns “TGT [s]”, “FC [%]” (= (#Det/#All) × 100) and “TAT [CC (clock

cycles)]” denote test generation time, fault coverage and test application time,

respectively. For reference, in Table 4.6, we list the test generation results of

our method in more detail. Columns “#Tgt” and “#Abt” give the number of

target faults and aborted faults in each step. Column “FC [%]” represents the

cumulative results of fault coverage. In ES, there was no aborted fault during

test generation, i.e., 100% fault efficiency was achieved in all the cases. Our

method encountered no aborted fault in Step 3 for all the circuits. This implies

that our method also achieved 100% fault efficiency. In Table 4.5, the value in

each parenthesis represents the result in the case of removing untestable faults

identified in Step 2 from the fault list of ES in advance. This can evaluate test

application time in the both method fairly. Note that, in “TGT” of ES, the

value in each parenthesis does not include the identification time for the removed

untestable faults, and in “FC” of ES, the value in each parenthesis was calculated

as (#Det/#All) × 100. In the test generation results, the test generation time

of our method was longer than that of ES because we used all the constraints

in Step 1, and sequential test generation was performed. However, we achieved

low fault coverage under 100% fault efficiency compared with that of ES. This

means that ES detected faults that do not need to be tested, and our method

alleviated over-testing compared with the enhanced scan method. Furthermore,

we obtained shorter test application time. Unlike ES, we can perform at-speed

test in our method. It implies that the actual test application time of our method

becomes much shorter than that of ES. If it is assumed that the scan clock speed

of ES is 1/5 as slow as the rated clock speed, the test application time of our

method is 10 or more times faster, on average, than that of ES. Notice that, if we

use one-hot encodings during logic synthesis, the advantage of our method will

stand out further. This is because the test application time of ES depends on the

number of ESFFs.

Finally, we mention the maximum delays of ISTGs. For every case, the maxi-

mum delay of the ISTG was smaller than that of the original circuit. This means
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that our method can always apply tests at a rated clock speed.

4.5. Summary

In this chapter, we proposed a non-scan design scheme to enhance delay testability

of controllers. In this scheme, the original behavior of a given STG is used during

test application. For faults that cannot be detected by using the original behavior,

we append an extra logic, called an invalid test state and transition generator,

to the original controller. Our scheme can achieve short test application time

and at-speed testing. We showed that our method is effective compared with

scan-based methods by experiments.
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Table 4.6. Detail of each step.

Circuit
#TPT

name
#Tgt #Det #Unt #Abt or TGT [s] FC [%]

#Vec

Step 1 782 612 170 0 80 4.2 78.26

bbsse Step 2 170 132 32 6 95 2.3 95.14

Step 3 6 6 0 0 2 0.0 97.44

Step 1 1,196 905 291 0 170 21.7 75.67

keyb Step 2 291 279 12 0 279 11.4 99.00

Step 3 — — — — — — —

Step 1 944 889 55 0 144 14.8 94.17

kirkman Step 2 55 48 7 0 174 1.8 99.26

Step 3 — — — — — — —

Step 1 2,580 2,206 374 0 150 32.4 85.50

planet Step 2 374 264 48 62 191 27.6 95.74

Step 3 62 62 0 0 19 0.0 98.95

Step 1 10,260 9,398 862 0 1,541 680.3 91.60

s298 Step 2 862 513 9 340 858 538.7 96.60

Step 3 340 339 1 0 112 0.6 99.96

Step 1 254 160 94 0 30 5.0 62.99

s420 Step 2 94 56 38 0 82 0.8 85.04

Step 3 — — — — — — —

Step 1 2,408 2,322 86 0 284 30.5 96.43

sand Step 2 86 64 20 2 103 2.6 99.09

Step 3 2 2 0 0 2 0.0 99.17

Step 1 3,850 3,438 412 0 323 147.4 89.30

scf Step 2 412 307 90 15 628 61.8 97.27

Step 3 15 15 0 0 8 0.0 98.29
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Chapter 5

Conclusions and Future Work

Delay test generation for sequential circuits is a challenging problem. To facili-

tate test generation for sequential circuits, design for testability (DFT) methods

should be used. Although a fully enhanced scan method, which is a straightfor-

ward DFT for delay faults, can drastically reduce the test generation complexity

of a given sequential circuit, there are some drawbacks in this method. In order

to overcome the drawbacks, this dissertation tackled the problem by using the

two techniques: partially enhanced scan and non-scan techniques.

In Chapter 3, we presented a new structure, called discontinuous reconver-

gence structure (DR-structure), of sequential circuits with easy testability for

delay faults. We proposed a delay test generation method for sequential circuits

with the structure. In our method, instead of a sequential delay test generation

algorithm (ATPG), a combinational ATPG is used to generate test sequences

for delay faults. We theoretically proved the correctness of the proposed method.

Our method can handle several delay fault models in which faults can be detected

by two-pattern tests, e.g., the path delay fault model, segment delay fault model

and transition fault model. We confirmed that our test generation method can

reduce test generation time and can enhance fault efficiency compared to the or-

dinary test generation method using a sequential ATPG. To apply our method to

general sequential circuits, we used a partially enhanced scan technique. Theo-

retically, the class of sequential circuits with DR-structure properly includes that

of balanced sequential circuits. Therefore, it is conceivable that DR-structure is

extracted from a sequential circuit with low area overhead compared to balanced
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structure). We also confirmed it experimentally. In Chapter 3, we targeted a

logic level circuit. However, our method is also suitable for the data path part

of a register transfer (RT) level circuit because the connectivity information at

RT-level can be used for the proposed partially enhanced scan design before logic

synthesis.

In Chapter 4, we proposed a non-scan design scheme to enhance delay testa-

bility of controllers. In this scheme, the original behavior of a given STG is used

during test application. For faults that cannot be detected by using the original

behavior, we append an extra logic, called an invalid test state and transition

generator, to the original controller. Our scheme can achieve short test applica-

tion time and at-speed testing. We showed that our method is effective compared

with scan-based methods by experiments.

Finally, we discuss our future work. In the semiconductor industry, standard

scan technique is widely used to test not only stuck-at faults but also delay faults.

From a practical point of view, for delay faults, it is important to develop an

effective method using standard scan technique, especially partial scan technique.

In this work, we considered a controller and a data path as separate entities.

However, an RT-level circuit is composed of a controller and a data path, and

the two entities are connected each other. Currently, we do not take the delay

between the two entities into account. Therefore, we should investigate a delay

testing method for a whole RT-level circuit.
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